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Abstract. Visually impaired persons encounter serious difficulties in conducting
an independent life, which are inherent to the nature of their impairment. In this
paper, we suggest a way of deploying ubiquitous computing technologies to cope
with some of these difficulties. We introduce the paradigm of a chatty environ-
ment, that reveals itself by talking to the visually impaired user, and thus offering
her some of the information she would otherwise miss. We also describe an ini-
tial prototype of the chatty environment. Finally, we briefly analyze the potential
system benefits and argue that the visually impaired are ideal early technology
adopters in the pervasive healthcare field.

1 Independent Living for the Visually Impaired

Visual impairment has one important characteristic: the blind person is in need of guid-
ance and assistance. A deaf person can perfectly orient herself in new environments.
Many wheelchair users are also able to lead a normal, independent life, in part thanks
to the wheelchair access requirements in many countries. Not so the visual impaired.
The typical blind person usually has a good sense of orientation only in her immediate
neighborhood: at home, in her street, or on the short walk to work. But for the rest of the
world, she is highly dependent on external help. Think for example of shopping in the
supermarket. Thousands of items, feeling all the same, spread over hundreds of shelves.
Visually impaired people will therefore only go shopping to their local supermarket and
buy only few products in well known locations. Or think of a modern airport terminal or
railway station. The blind person will not be able to find the way by herself – an archi-
tecture with several floors connected in the most intricate ways is simply too complex
to comprehend without any visual overview.

Why do visually impaired have more difficulties than people with other physical
impairments with respect to leading an independent life? The explanation is inherent to
the way we humans use our senses: most of the information about the surroundings is
gathered visually. Our eyes have about 120 million receptors, while the ears do their job
with about3000 receptors. The brain region responsible for processing visual input is



five times larger than the region handling the audio input. These are strong indications
that the amount of visual information significantly exceeds other senses.1

In order to allow the visually impaired a higher degree of independence, we propose
the paradigm of thechatty environment. This environment tries to make some of the
visual information available also to the visually impaired. For that, it uses other media
– a first prototype is based on audio, for later system versions, other channels, like
tactile feedback, are possible.

2 The Chatty Environment

The main goal of the system is to use alternative means to present the visually im-
paired user the input that sighted people get through the visual channel. In a first,
naive approach, you may think of the user wandering around in the real-world and
the world keeps talking to him, thus continuously revealing its existence and character-
istics: “Here is the shelf with milk products, behind you are the fridges with meat and
ice”, “Here is track 9, do you want more information on the departing trains?”

This feature of the system will probably seem annoying to most sighted people.
An environment talking endlessly to the user sounds like a headache to many of us
that we would surely turn off after a few minutes. However, speaking to members of
the Swiss Association of the Blind, it turns out that for visually impaired people, there
can almost never be too much audio input. This is comparable to the huge amount of
visual information sighted people pick up every second, few of which they really use.
Here, too, it feels far from annoying to continuously receive that much unnecessary
information since one has learned to focus on the interesting aspects only.

2.1 The System – Overview

We are currently in the process of building a prototype of the chatty environment as part
of the ETH Zurich campus. The main components of the prototype are:

– Tagged Entitiesin the environment. A large number of the chatty environment’s
entities are tagged through electronic beacons. Thus, avirtual aura arises around
the tagged real-world entities (see figure 1).
Beacons are small active or passive electronic devices. Like beacons on the coast-
line, they attract your attention to special facilities. Depending on how much the
environment is networked, there can be many beacons in the user’s range. Beacons
come and go as the user moves, thus she has to be continuously informed about
entering and leaving beacons.

– World Explorer . The world explorer is a device carried by the user and is the inter-
face between user and the tagged entities in the environment. When the user moves
into the aura of an object, the explorer senses the object and mediates the informa-
tion exchange between user and object. It does this through a standard interface,
described in section 2.2.

1 One example where one can see the lack of independence of visually impaired people is car
driving. While wheelchair users or deaf people are usually very well able and in most countries
allowed to drive a car, this is unthinkable for blind persons.



Fig. 1.The virtual aura of tagged real-world objects.

– Virtual Counterparts of real-world objects. Beacons are typically small devices
with limited ressources. Therefore, the objects usually have digital representations,
so-calledvirtual counterparts, which typically reside on an Internet server. The
counterpart’s URL is the first information the world explorer gets from the object’s
beacon. Hence, even if the contact to the beacon is lost quickly, the explorer can
gain all the information from the virtual counterpart.

– Communication Infrastructure . To access virtual counterparts and their data, the
world explorer uses the background communication infrastructure. Therefore, the
explorer is equipped with Bluetooth and WLAN 802.11 communication facilities.

More details on system components as well as design decisions and their motivation
are presented in section 2.3. First, however, we present another central system compo-
nent: the audio user interface.

2.2 User Interface

The chatty environment keeps presenting the environment’s objects to the user until
he chooses to investigate one of these. By pressing a button on the device, the user
is capable of selecting the currently active object. The user is then presented with a
standardized audio interface to the object. In the current implementation, the interface
consists of four options:

– Information . By choosing this option, the user receives further information about
the chosen entity. This information is highly dependent on what kind of object



was selected. A supermarket product may present the following information: “pro-
ducer”, “ingredients list”, and “expiration date”. In the case of a train, the infor-
mation might be: “final destination”, “departure time”, “next stop”, and “list of
all stops”. Some of these points may in turn provide further details. “Ingredients”
may have subitems like “vegetarian (yes/no)”, “organically produced (yes/no)”, and
“display complete ingredients list”.

– Actions. Some of the objects in the chatty environment will allow the user to exe-
cute some action. One example is a train or bus allowing the user to open its closest
door and acoustically guide him towards it. This is a well-known problem among
visually impaired people, who may easily miss a bus or train because they are un-
able to find the door and its opening mechanism during the brief stop at the station.

– Leave Traces. The user can also decide to leave virtual post-its for himself or other
users on an object. These will typically be audio files reminding him of something
that he noticed the last time passing by. On a traffic light, for example, one could
leave the information: “Big crossroad ahead, should be crossed quickly”. Informa-
tion left like this would be automatically pushed onto the users device the next time
he would pass by this object again.

– Take me there. By choosing this option, the user is guided to the currently selected
object. This feature is useful when the user is in the vicinity of avirtual signboard.
Sighted people orient themselves in an environment like a railway station not only
by the objects they are able to see. They also learn about distant objects by reading
the signs. We mirrored this concept by providing virtual signboards in the chatty
environment. The virtual signs (which might or might not be attached to signs for
sighted people) point to places of interest further away.

2.3 Implementation Details

The world explorer system is implemented on an HP iPaq. The whole system is de-
signed as a component framework based on the Component Object Model (COM) from
Microsoft. Thus, further modules can be easily added.

The beacons can be either passive tags - using radio frequency identification (RFID)
technology - or some sort of active tags, like active RFID tags, CoolTown beacons [1],
Berkeley TinyOS Motes [3], or Smart-Its [5]. For our system, we have chosen the UC
Berkeley Motes. Through an abstract interface to the hardware, however, other devices
like RFID tags, Smart-Its, etc. could easily be used as well.

The navigation system, used to guide the user to places of interest announced by
virtual signboards, is work-in-progress. It builds upon an ubiquitous computing indoor
positioning system [2], which measures the signal strength of WLAN, Bluetooth and
active RFID sources.

To use the system, the user must carry three devices: the world explorer, a wireless
headset for the audio output and possibly a remote input device attached to her cane.
Input might be part of the world explorer (by using the PDA’s buttons), or attached to
the cane. In the latter case, the world explorer might be left in a backpack or pocket as
the buttons would be integrated in the cane and the input transmitted via Bluetooth to
the explorer.



3 Feasibility Aspects

A general problem in the implementation of pervasive healthcare systems is the fact
that the target user group usually aren’t typical early technology adopters. Not so for
the visually impaired: many are technically very skilled and eager to try out new tech-
nologies. The most prominent example can be found back in 1986 when the “Braille’n
Speak” device [4] became the world’s first PDA, many years before Apple’s Newton or
the Palm Pilot showed up on the market.

Another concern when developing healthcare applications is the required level of
reliability. One cannot, for example, release a patient in need of constant monitoring
from the hospital without being sure that both the portable monitoring device will not
fail and the infrastructure connection will be ubiquitously available. Most pervasive
healthcare applications require similar high level of reliability, as well as long-term
clinical tests, before being adopted.

The system for visually impaired introduced here has significantly less implemen-
tation constraints than most other applications in the healthcare field. Not only have the
visually impaired proven to be eager to adopt new technologies. The system also has
the potential to provide a considerably improved quality of life, without serious draw-
backs. In the case of malfunction, the user looses the provided advantages, but doesn’t
get into serious or even life-threatening situations. Therefore, long lasting clinical tests
shouldn’t be necessary before deploying such a system.
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