
Multiple Object Identification with Passive RFID Tags

Harald Vogt

Department of Computer Science
Swiss Federal Institute of Technology (ETH)
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Abstract— We investigate the applicability of pas-
sive RFID systems to the task of identifying multi-
ple tagged objects simultaneously, assuming that the
number of tags is not known in advance. We present
a combinatorial model of the communication mecha-
nism between the reader device and the tags, and use
this model to derive the optimal parameter setting
for the reading process, based on estimates for the
number of tags. Some results on the performance of
an implementation are presented.
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I. Introduction

The main application of passive RFID systems so
far is the identification of objects where items are
presented to the antenna one at a time, or where
the identification of a single tag (out of many tags
attached to the same object) is sufficient to iden-
tify an item. A different problem is the identifi-
cation of multiple tags where each tag determines
the identity of a different object. In this case, it
is not sufficient to identify a small subset of tags,
but all tags should be identified robustly. As ex-
amples, consider laundry services, warehouses, or a
supermarket checkout.

In this work, we investigate the applicability of
passive RFID systems to the simultaneous identifi-
cation of multiple objects. Advanced RFID systems
support this capability by providing anti-collision
techniques that address the problem of tag messages
cancelling each other out. There are two basic ap-
proaches. Deterministic collision resolution works
by muting subsets of tags that are involved in a col-
lision [2], [5]. By successively muting larger subsets,
only one tag will be left sending its message. Once
a tag has successfully sent its message, it will not
resend it, and the other tags are woken up one after
another. The other approach is stochastic resolu-
tion of collisions. Since tags use a shared commu-
nication medium, it is natural to fall back upon an
Aloha-like protocol that provides slots for the tags
to send their data. Whenever a collision has oc-
curred, another frame of slots is provided, and hope-

fully the tags will choose different slots this time,
such that no collision occurs. This paper describes
the analysis of a system that follows the latter ap-
proach.

For practical experiments, we have used a com-
mercially available RFID system, “I-Code” by
Philips Semiconductors [7], that offers various ca-
pabilities for communicating with tags. Tags have
a 64-byte static random access memory, where a
unique 8-byte identifier is stored. The simplest re-
quest from the reader device to the tags is a read
unselected request that triggers all tags that are
currently present in the antenna’s field to send a
message. It is noteworthy that all tags will re-
send their data on a second request, regardless of
whether they were previously successful in sending
their message or if their message was garbled by a
collision (we assume no feedback channel to inform
the tags about read results). This makes it possible
(though very unlikely) that a tag is never recog-
nized, if all its messages are garbled by collisions in
all read cycles. Therefore, it cannot be guaranteed
that all tags will be successfully identified, though
the chance becomes minimal if a sufficiently large
number of read cycles are performed.

We are using a combinatorial model of the com-
munication system and devise a method that can
be used to identify a large number of tags, all be-
ing present in the reader’s field at the same time,
assuming that the number of tags being present is
not known in advance. Based on the outcomes of
read cycles, the number of tags is estimated, and
the frame size (a frame encloses the slots provided
for tags to send their messages) is adapted accord-
ing to this estimate. The model tells us, how to
adapt the frame size in order to maximize the num-
ber of identifiable tags, while keeping the overhead
low. By performing an appropriate number of read
cycles, we are able to minimize the time required to
identify all tags with a certain probability.

We assume that all messages involved in a col-
lision are destroyed. Therefore, our model does



not take into consideration the capture effect that
is prevalent in wireless systems. By this effect,
all but one message involved in a collision are de-
stroyed, and a single “dominating” message can be
received correctly. We ignore this effect since its im-
pact on the performance of the considered system
is marginal.

Note: This paper is an abridged, and improved,
presentation of work that is also described in [12].

II. System Model

The I-Code system employs a variant of slot-
ted Aloha for access to the shared communication
medium, known as framed Aloha [8]. A read cycle
consists of two steps. In the first step, the reader
broadcasts a request. The request message contains
an address range, which determines what data the
tags should return. It also contains a random num-
ber that is used by the tags as a seed to determine
their answering slot. In the second step, a frame
with a number N of slots is provided for the tags to
send their messages. Each tag chooses one slot ran-
domly and sends its data within that slot. If two or
more different tags choose the same slot for sending
their answer, a collision occurs and all data is lost.

For the purpose of our analysis, we are not in-
terested in the actual data sent by the tags, but
only in the quantities of empty, filled, and (due to
collisions) garbled slots. Such a read result will be
represented by the triple

c = 〈c0, c1, cκ〉 .

The allocation of tags to slots belongs to the class
of “occupancy problems” [3], [4]. Given N slots and
n tags, the number r of tags in one slot is binomially
distributed, and the expectation value for the num-
ber of slots that all have r tags assigned to them is
given by the occupancy number ar:

ar = N

(
n

r

)(
1
N

)r(
1− 1

N

)n−r

. (1)

Maximum throughput is reached when the num-
ber of slots filled with exactly one message is maxi-
mized. This is the case if N = n, as the analysis of
slotted Aloha indicates [11]. One is, however, not
necessarily only interested in optimizing through-
put, but in minimizing the required overall time
for identifying all tags. Therefore, the total time
consumed for a read cycle must be taken into con-
sideration. Although it can be expected that read
cycle time is linearly proportional to the frame size,
there might be large fixed costs attached to perform-
ing a read cycle (depending on the actual system;
e.g. including the time for sending the antenna’s

TABLE I

Execution time for read unselected. Figures shown are

for a 57600 baud connection over RS-232

N slots tN (ms)

1 56
4 71
8 90

16 128
32 207
64 364

128 676
256 1304

request). Table I shows typical time requirements
for read cycles for the I-Code system. A simple cal-
culation shows that the fixed share of the time is
52 ms, which amounts to 25% of the time required
for 32 slots, and is therefore not negligible. (The
duration of a single slot is approximately 4.9 ms,
but this number depends on the amount of data
requested—in our case, only the 8-byte identifier is
transmitted.)

III. Multiple Tag Identification

The scenario considered is based upon the as-
sumptions that (a) an application is trying to iden-
tify all tags that are present in the field of the reader
device, (b) the tag set is more or less static (i.e. tags
don’t move in and out frequently), and (c) the num-
ber of tags is not known in advance. This poses ba-
sically two challenges to the reading process. First,
it cannot choose the optimal frame size, since the
number of tags is unknown. However, the more
read cycles are performed, the better estimates of
this number can be obtained and the frame size can
be adapted. The second problem is to know when
to stop reading. Again, the number of tags is not
known and the application cannot be sure when it
has identified all of them. In this section, we devise
a procedure for solving these problems.

A. Estimation of Tag Set Size

We are using a simple guess on the number of tags
actually present from the outcome of a read cycle
c = 〈c0, c1, cκ〉. Since in every collision, at least two
tags are involved, and every tag chooses one and
only one slot for sending its message, a lower bound
on the number of tags is

γ : 〈c0, c1, cκ〉 7→ c1 + 2cκ . (2)

We can use this lower bound as an estimate for the
number of tags. The expected error of the estimate
can be obtained by summing up the weighted errors
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Fig. 1. Error of tag set size estimation

over all possible outcomes of a read cycle:

ε =
∑

c

|γ(c)− n|P (µ = c) . (3)

Fig. 1 shows the expected error for various frame
sizes N . Note that, from a certain point on, the
error is growing very fast, but since we adapt N
to the number of tags, we are normally using an
estimate for which the error is acceptable.

B. Tag Reading as a Markov Process

The process of reading tags can be modelled as a
homogeneous Markov process {Xs}, where a state
Xs denotes the number of identified tags after s read
cycles. The state Xs+1 depends only on the previ-
ous state Xs and the outcome of the read cycle. The
discrete, finite state space of the Markov process is
{0, 1, . . . , n}. The transition probabilities are given
by the transition matrix Q = (qij) defined as

qij =





0 if j < i
∑i

k=0 P (µ1 = k) (i
k)

(n
k)

if j = i

∑n
k=j−i P (µ1 = k) (n−i

j−i)( i
k−j+i)

(n
k)

if j > i

,

(4)
where P (µr = mr) denotes the probability distri-
bution of the slots filled with exactly r tags (r =
0, 1, 2, . . . , n). This distribution is given by [12]:

P (µr = mr) =
(

N
mr

) ∏mr−1
k=0

(
n−kr

r

)
G(N −mr, n− rmr)

Nn
, (5)

where

G(M, m) = Mm +
bm

r c∑

k=1
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{(
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)
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}
(M − k)m−kr 1

k!

]
. (6)

The rationale for the transition probabilities qij is
the following. In the first case, the number of iden-
tified tags decreases, which is not possible and has
therefore zero probability. In the second case, no
new tags are found, which means that up to i tags
are found, but all of them already have been iden-
tified earlier. The third case happens if (j − i) tags
are found that have not been identified yet (and
possibly some more that are already known).

The assumption that at the beginning of the pro-
cess, none of the tags is known, is reflected by the
following initial distribution q(0):

q(0) = (1,

n︷ ︸︸ ︷
0, . . . , 0) . (7)

The Markov process computes probabilities for
the identification of a number of tags after a number
of steps (i.e. read cycles). This yields the following
probability of identifying the full set of tags present
in the field, after s steps:

Qsq(0)[n] . (8)

This is useful for applications that want to stop
reading when they have identified all tags with suf-
ficient probability.

C. Full Tag Set Identification

After a certain number of read cycles, the proba-
bility of having identified all tags that are in the field
has reached a level, which is sufficient for a certain
kind of application. A value of 0.95, e.g., would
indicate that all tags have been identified with a
probability of 95%. That means, out of one hun-
dred runs, there are five runs that miss one or—very
rarely—more tags.1

Now, we have the answer to the question of how
many read cycles to perform. But what frame size
should be chosen? The frame size depends on the
number of tags in the field (or, as this number is
not known, an estimate thereof). The frame size
to be chosen is the one that minimizes the time Tα

1With N = 64 and n = 40, after 9 read cycles we have a
probability of about 96.45% of identifying all 40 tags. The
chance to miss one tag is 3.48%, leaving less than 0.07% to
miss more than one.
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Fig. 2. Optimal frame sizes and numbers of read cycles to
perform

required to identify the full tag set with probability
α. Tα is obtained by

Tα = s0 · tN , (9)

where s0 is the minimum number of read cycles re-
quired to identify all tags in the field with probabil-
ity α. Therefore, s0 is the minimum value of s for
which the condition

Qsq(0)[n] ≥ α (10)

holds. Figure 2, for up to 160 tags, the optimal
frame size and the number of read cycles to perform
for a given number of tags in order to achieve α =
0.99. The graph is based on the values in Table I.

IV. Practical Adaptive Tag Identification

In Figure 2 it can be seen that, the function that
determines the optimal frame size is not monotonic
in the number of tags. Within certain “transition
periods”, there is no unique optimal frame size; e.g.
for n ∈ [51, 54], a frame size of 128 is suggested,
while for n = 55 or 56, the optimal size is 64, and
for n greater than 57, it becomes again 128. So
it seems reasonable that a frame size of 64 can be
chosen for values of n up to 56, while 128 is fine with
values greater or equal 51. Indeed, this can be done
without much overhead, as Table II shows. Table III
summarizes this consideration and gives intervals
for n for which a certain frame size is reasonable.

A. A Procedure for Tag Set Identification

Assume there is a process waiting for tags to ap-
pear in the field, trying to identify them as soon as
they arrive. In order to detect their appearance, the
tag reading process is continuously performing read
cycles with a small frame size, e.g. 16, as this is the

TABLE II

Total time for 64 and 128 slots

n N # read cycles tN total time
51 64 15 364 5460
51 128 8 676 5408
56 64 16 364 5824
56 128 9 676 6084

TABLE III

Optimality intervals for frame sizes

N slots 1 4 8 16 32 64 128 256
nlow – – – 1 10 17 51 112
nhigh – – – 9 27 56 129 ∞

smallest reasonable value from Table III. As soon as
the first read result c = 〈c0, c1, cκ〉 with c1 + cκ > 0
is encountered, the procedure shown in Figure 3 is
started.

The procedure begins with an initial frame size
of 16 and an estimate of zero for the number of tags
n est. Variable stepN holds a counter for the num-
ber of read cycles performed with the current set-
ting of N . When this counter reaches its maximum
value (the optimal number of cycles to perform), the
loop terminates. stepN is increased in every step,
and reset to zero whenever a new frame size is set.
This guarantees that the optimal number of cycles
is performed with the (hopefully optimal) setting of
N . However, this renders all steps performed up to
this point irrelevant, and introduces a time penalty.

Note that the estimate for n, held in variable

identifyStatic() {
N = 16; n_est = 0; stepN = 0;
do {

stepN++;
c = performReadCycle(N);
t = estimateTags(N, c);
if (t > n_est) {
n_est = t;
N0 = adaptFrameSize(N, n_est);
if (N0 > N) {
// restart with new frame size

stepN = 0;
N = N0;

}
}

} while (stepN < maxStep(N, n_est));
}

Fig. 3. Procedure to adaptively read a static set of tags



n est, is only updated if a new estimate excels the
old one. The same is true for the frame size, held in
N. By this monotony, we can guarantee termination
of the procedure, since there is a maximum value
for N. The auxiliary procedure adaptFrameSize can
be implemented as a simple lookup in Table III;
maxStep yields the optimal number of cycles as
in Figure 2; the rest of the code should be self-
explaining.

B. Experimental Results

We have implemented the tag reading scheme
presented here and executed the procedure
identifyStatic for tag sets of up to 60 tags. The
tags were arranged around the antenna of the reader
device in a way that we hoped would optimize field
coverage. During the test, the tags were not moved.
For each tag set, we carried out 100 runs of the iden-
tification procedure (without changing the arrange-
ment in between).

The intended level of a 0.99 probability of iden-
tifying all tags (meaning that, out of 100 runs only
one run should miss any tags) could not be reached
in all tests—the worst level being with a set of 34
tags, where only 92 of the 100 runs yielded the full
tag set (see Fig. 4). Not surprisingly, accuracy suf-
fers with increasing tag numbers, due to the fact
that it becomes increasingly difficult to arrange a
larger number of tags around the antenna while
maintaining good coverage. The drop in accuracy
at around 30 tags could be attributed to the in-
creasing error of our estimation function. Another
source of inaccuracy are objects located around the
testbed (walls, chairs, etc.), which could have a neg-
ative influence on the tests. However, the proce-
dure consumed only a bit more time than would
be required if the number of tags were known in
advance (see Fig. 5 for a comparison of actual to
expected running time). There are running time
peaks in ranges where the error of the estimate
becomes larger, which causes good estimates often
to be made only after some time has already been
spent on a suboptimal frame size. Then, the frame
size is adapted, and all cycles are re-performed, re-
sulting in additional time overhead.

Another measure describing the accuracy of our
procedure is the fraction of tags recognized over a
large number of runs. In our tests, this figure (not
shown graphically) never dropped below 0.99. This
means practically that, although we might miss
some tags in a few runs, these misses add up to
only a small percentage of missed tags in the long
perspective.

One has to bear in mind that these figures are
very sensitive to environmental conditions and the
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relative positions of the tags to the antenna. We
performed our tests in an office environment where
we could carefully arrange the tags and were able to
somewhat optimize the conditions under which the
tests took place. We expect the accuracy that can
be reached under real-world conditions to be much
lower.

V. Related Work

Apart from mundane applications such as inven-
tory or cattle tracking, tagging is often used for at-
taching information to real objects and for building
a bridge between them and their virtual counter-
parts [1], [13]. Such approaches are based on the
assumption that it is often more appropriate to in-
tegrate the world of information into our physical
environment. This can help facilitate access to in-
formation by means of familiar objects acting as
interfaces.

Aloha is a classical communication protocol that
is described and analysed in many introductory
textbooks. Framed Aloha was introduced in [8],
[9]. The underlying model in that work differs from
ours in the assumption that nodes are able to de-
tect if a message could be sent successfully and will
only resend it if this was not the case. A procedure



for frame size adaptation is given that depends on
the outcome of a read cycle and tries to maximize
throughput. The performance of framed Aloha sys-
tems is extensively studied in [14]. The analysis
takes also into consideration the capture effect, by
which a message is received despite of a collision.

Similar to framed Aloha is slotted Aloha with
subchannels (S/V-Aloha), which is introduced by
and studied in [10]. This work uses a combinatorial
system model similar to ours.

General collision-resolution algorithms are dis-
cussed in [6]. Deterministic, tree-based anti-
collision schemes for RFID systems are studied in
[2], [5]. Trees are constructed “on the fly” as colli-
sions occur. Each branch corresponds to a partition
of the tag set, leafs represent singled-out tags that
are identified without a collision. The approaches
differ in how the branch of a tag is determined. In
[5], ID prefixes determine the partitioning, while in
[2], random coin flipping is used. The latter work
also considers trees with arity ≥ 2. Both papers
investigate how much effort is required for full, re-
liable tag identification. In contrast to stochastic
schemes such as examined in our work, determin-
istic ones allow for a recognition rate of 100%, but
note that this rate is only achievable under optimal
conditions; if tags are allowed to enter or leave while
the protocol is in progress, accuracy may suffer.

VI. Conclusions and Future Work

We have demonstrated how to efficiently iden-
tify a fixed set of RFID tags if the number of tags
is not known in advance. We have shown how to
determine the parameters for tag reading in order
to achieve optimal running time under a given as-
surance level (i.e., full identification probability).
Due to physical limitations and environmental in-
fluences, it is hard to achieve that level in practice,
however.

This work should be expanded to the case of con-
tinuous tag reading, where tags enter and leave the
field continuously at high frequencies. The chal-
lenge here is to maintain a high identification rate.
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