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Abstract
Supporting human users when interacting with smart
devices is important to drive the successful adoption of
the Internet of Things in people’s homes and at their
workplaces. In this poster contribution, we present a
system that helps users control Web-enabled smart things
in their environment. Our approach involves a handheld
interaction device that recognizes smart things in its view
using state-of-the-art visual object recognition techniques.
It then augments the camera feed with appropriate
interaction primitives such as knobs or buttons for control,
and can also display measured values, for instance, when
recognizing a sensor. The interaction primitives are
generated from user interface descriptions that are
embedded in the Web representations of the smart things.
Our prototype implementation achieves frame rates that
allow for interactive use of the system by human users,
and indeed proved to facilitate the interaction with smart
things in a demonstration testbed in our research group.
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Introduction
In the last few years, an ever increasing number of
sensors, actuators, and other everyday objects have been
connected to the Internet [6]. This trend particularly
encompasses private households [1] where connected
household appliances and entertainment devices allow for
services such as remote monitoring and control, social
media integration, and over-the-air firmware updates.
Increasingly being enriched with such “smart things”,
households turn into “smart homes” enabling a multitude
of novel applications that target domains like energy
efficiency, ambient assisted living, entertainment, and
security. However, some experts issue warnings about a
possible complete loss of control by smart home
inhabitants [9], due to the increased difficulty of managing
and interacting with their smart devices.

In this poster abstract, we concentrate on the direct
interaction of human users with smart things in their
surroundings. We describe an approach that combines
Web technologies and visual object classification
techniques to facilitate the interaction with smart devices
and present a prototype implementation of a mobile
application that can be used to intuitively interact with
smart things.

System Design
Our system consists of a handheld device (e.g., a tablet
computer) that runs an object classification algorithm to
categorize items in its view. It contacts recognized smart
things to get a description of their user interface in the
form of a custom user interface description language.
Based on this description, the handheld renders a user
interface for recognized devices, thereby transforming the
mobile device into a “magic lens” [3] that bridges the real
and virtual worlds. On the interface, data provided by the

devices is displayed (e.g., for sensors) and interaction
primitives such as buttons or knobs are shown to enable
the user to directly interact with them. Figures 1-3 show
screenshots of the rendered interfaces for three example
scenarios from the home automation domain:

• Interacting with an audio/video system: Using the
clickwheel to control the volume (the loudspeaker is
used as interaction proxy, Figure 1).

• Interacting with a smart thermostat: Displaying the
measured ambient temperature (Figure 2).

• Interaction with a toy robot: Using the graphical
buttons to lower and lift the robot arm (Figure 3).

Mobile Front-end and Image Recognition
To identify objects in the view of the mobile device, we
apply visual classification techniques to extracted local
image features that describe the appearance of an object.
As features, we chose speeded up robust features (SURF)

Figure 1: The handheld device displays a clickwheel-like
interface for controlling the volume level of a loudspeaker.



Figure 2: Displaying the ambient temperature sensed by a
smart thermostat.

Figure 3: Controlling the arm of a toy robot.

[2] which are invariant to translation, rotation, scaling,
and lighting changes. To be able to use standard
classification techniques in our recognition phase, we use
the Bag of Words (BoW) [4] model to quantize the
extracted SURF descriptors. To classify a given image, we
train a linear SVM classifier for each object in our
database and take the category that yields the highest
classification score. To improve the stability of our
recognition results, we use an evidence-based approach

where we report a matching only if at least 5 out of the
latest 6 consecutive frames detect the same object.

For the training of our classifiers, we used 10 to 15
training images per smart thing, each representing a
different view of the object and extracted 128-dimensional
real-valued SURF descriptors from every image. Our
system currently can differentiate between eight categories
and takes approximately 150ms to process a single frame,
thus yielding an interactive framerate of up to 7
frames/s1.

Embedded Interface Information
The smart things we consider include descriptions of an
appropriate data type and interaction abstraction to be
used for creating interfaces for them as metadata in their
Web representations. These descriptions are used to
render a suitable user interface, where multiple modalities
are supported: Examples of graphical interfaces are shown
above, and the system is also capable of rendering
speech-based interfaces and of leveraging the gyroscope of
our handheld devices (e.g., adjusting the volume by tilting
the device). Our interface description information can be
embedded in multiple formats, for instance, as JSON
documents or as HTML-embedded markup. For this
project, we found HTML Microdata to be particularly
convenient, because it allows to embed information that is
meaningful for humans and machines at the same time
(cf. [7] for a more thorough discussion).

Related Work
The system presented in this paper represents the
continuation of earlier work in our group that used 2D
tags to identify smart things and then visualized

1This was measured on a tablet computer with a 1.7GHz dual-core
Cortex-A15 processor and 2 GB of RAM.



interactions between these objects on the screen of a
mobile device [8]. A project that also targets the
augmentation of physical things with graphical user
interfaces that are displayed on handheld devices is
presented in [5]. While this system allows to render
sophisticated 3D scenes on top of physical objects, it also
requires 3D models of the devices that may be tedious to
create. Our system, in contrast, relies only on snapshots
of the objects. Furthermore, it can handle objects that
contain rather sparse features, such as the loudspeakers
shown in Figure 1, and does not require them to be
augmented with distinctive textures.

Conclusions
We have presented a system that facilitates the interaction
of human users with smart devices in their surroundings.
Our approach combines live visual object recognition with
automatic user interface generation on a handheld device.
The handheld is able to identify Web-enabled smart things
and to use metadata that is embedded in their Web
representations to render a user interface directly on its
viewport. Our current prototype achieves frame rates in
image processing and interface generation that allow for
interactive use of the system while it is robust enough to
be applicable in heterogeneous contexts (e.g., regarding
lighting conditions or the background of objects). We
have successfully tested the prototype application on
tablet computers and mobile phones, and plan to extend
the system to be able to categorize more devices in the
future. Our system cannot distinguish between smart
things that look identical. We plan, however, to mitigate
this drawback by taking more context information of both
the user and the smart things into account (e.g., their
location). This could, for instance, allow the system to

differentiate between visually indistinguishable objects
that are located in different rooms.
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