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Abstract

Sensor nodes are small, inexpensive, and programmable devices that combine
an autonomous power supply with computing, sensing, and wireless commu-
nication capabilities. Networks of sensor nodes can be deployed in the envi-
ronment at a large scale to unobtrusively monitor phenomena of the real world.
Wireless sensor networks are an emerging field of research with many potential
applications. So far, however, only few applications have actually been real-
ized. This is in part due to the lack of appropriate programming support, which
makes the development of sensor-network applications tedious and error prone.
This dissertation contributes a novel programming model and development en-
vironment for the efficient, modular, and well structured programming of wire-
less sensor nodes.

Today there are two principal programming models used for sensor nodes,
the multi-threaded model and the event-driven model. The multi-threaded model
requires system support that is often considered too heavy for sensor nodes that
operate at the low end of the resource spectrum. To cope with this issue, the
event-driven model has been proposed. It requires very little runtime support
by the system software and can thus be implemented even on the most con-
strained sensor nodes.

The simple and lightweight approach to system software, however, tends to
make event-driven applications in turn quite memory inefficient: Since the event-
driven model limits the use of local variables, programmers need to store tempo-
rary data in global variables. The memory of global variables, however, cannot
easily and automatically be reused, hence the memory inefficiency. To counter
this effect, programmers can resort to manual memory management, though
this significantly affects program correctness and code modularity. In addition
to its drawback of memory inefficiency, event-driven programming requires de-
velopers to manually keep track of the current program-state, which makes code
modularization and debugging difficult, and leads to unstructured code.

The key contribution of this dissertation is to show that the inadequacies of
the event-driven model can be remedied without impairing its positive aspects,
particularly its memory-efficient realization in sensor-node system software.

Concretely, we present the Object State Model (OSM), a programming model
that extends the event-driven programming paradigm with a notion of hierar-
chical and concurrent program states. Our thesis is that such a state-based model
allows to specify well-structured, modular, and memory-efficient programs, yet requires
as few runtime-resources as the event-driven model. To support this claim, we also
present a programming environment based on the OSM model (including a pro-
gramming language and compiler), as well as a sensor-node operating system
capable of executing OSM programs.
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The main idea behind OSM is to explicitly model sensor-node programs as
state machines, where variables are associated with states and computational
operations are associated with state transitions. In OSM, states serve three pur-
poses. Firstly, states are used as scoping mechanism for variables. The scope and
lifetime of variables attached to a state is confined to that state and all of its sub-
states. The memory for storing a state’s variables is automatically reclaimed by
the runtime system as the program leaves the corresponding state. State vari-
ables can be thought of as the local variables of OSM. As such they represent
a great advancement over event-driven programming, where the majority of
variables effectively have global scope and lifetime. By modeling temporary
data with state variables, the use of OSM can significantly increase a program’s
memory efficiency.

Secondly, the explicit notion of program states allows to model the structure
and control flow of a program on a high abstraction level. Specifically, pro-
grams can be initially specified in terms of coarse modules (i.e., states), which
can be subsequently refined (with substates), leading to modular and readable
program code. The third purpose of states is to provide a context for computa-
tional operations. States clearly define which variables are visible, and at what
point in the control flow the program resides when an operation is executed.
In the event-driven model, in contrast, the program’s context has to be main-
tained manually, which typically constitutes a significant fraction of the code,
thus making the program hard to read and error prone.

The OSM programming language captures the three concepts described above
in order to foster memory efficient, modular, and well-structured programs. A
compiler for the proposed language transforms state-based OSM programs back
into an event-driven program notation, adding code for automatic memory-
management of state variables and code for automatic control-flow manage-
ment. The compiler-generated code is very lean and does not impose additional
requirements on the system software, such as dynamic memory management.
Rather, the transformed programs are directly executable on our event-driven
system software for resource-constrained sensor nodes. Our language, compiler,
and sensor-node system software form the basis of our thesis and constitute a
complete state-based programming environment for resource-constrained sen-
sor nodes based on OSM.



Kurzfassung

Drahtlose Sensorknoten sind kostengünstige, programmierbare und vernetzte
Kleinstcomputer, die Sensorik, drahtlose Kommunikation sowie Energieversor-
gung in sich vereinen. Im grossen Massstab eingesetzt können drahtlose Netze
aus solchen Sensorknoten Phänomene der realen Welt unauffällig beobachten.
Drahtlose Sensornetze sind ein relativ neues Forschungsfeld mit vielen potenti-
ellen Anwendungen. Unter anderem auf Grund des Fehlens geeigneter Unter-
stützung bei der Programmierung von Sensorknoten sind von diesen Anwen-
dungen jedoch erst die wenigsten realisiert worden. Diese Dissertation liefert
ein neuartiges Programmiermodell mit dazugehöriger Entwicklungsumgebung
als Beitrag zur effizienten, modularen und wohlstrukturierten Programmierung
von Sensorknoten.

Heutzutage werden zur Programmierung von Drahtlosen Sensorknoten im
Wesentlichen zwei Modelle verwendet: das Multi-Threading Modell und das er-
eignisbasierte Modell. Das Multi-Threading Modell erfordert Systemunterstüt-
zung, die häufig als zu schwergewichtig empfunden wird, insbesondere für
Sensorknoten die am unteren Ende des Ressourcenspektrums betrieben werden.
Um solchen Ressourcenbeschränkungen gerecht zu werden, wurde das ereignis-
basierte Programmiermodell vorgeschlagen. Dieses Modell erfordert sehr gerin-
ge Systemunterstützung und kann deshalb auch auf sehr beschränkten Sensoren
eingesetzt werden.

Währenddessen jedoch die Systemunterstützung für ereignisbasierte Pro-
gramme nur wenige Ressourcen erfordert, sind ereignisbasierte Programme
selbst sehr speicherineffizient. Das ereignisbasierte Modell verhindert nämlich
die effiziente Nutzung von lokalen Variablen. Als Konsequenz daraus müssen
Programmierer temporäre Daten in globalen Variablen speichern, wodurch die
effiziente und automatische Wiederverwendung von Variablenspeicher verhin-
dert wird. Für temporäre Daten könnte zwar der Variablenspeicher auch ma-
nuell wiederverwendet werden. Das schwört jedoch Probleme mit der Modu-
larität und der Fehleranfälligkeit herauf. Zusätzlich zum Nachteil der Speiche-
rineffizienz erzwingt das ereignisbasierte Modell ein Programmierparadigma,
das Modularisierung und Fehlersuche signifikant erschwert und des Weiteren
zu unstrukturiertem Code führt.

Der wesentliche Beitrag dieser Dissertation ist zu zeigen, dass die genannten
Unzulänglichkeiten des ereignisbasierten Modells behoben werden können, oh-
ne seine positiven Eigenschaften (also die speichereffiziente Implementierbar-
keit auf Sensorknoten) massgeblich zu beeinträchtigen.

Konkret stellen wir das Object State Model (OSM) vor, ein Programmiermo-
dell das das ereignisbasierte Modell um die Abstraktion von hierarchisch- und
nebenläufig-strukturierbaren Programmzuständen erweitert. Wir vertreten die
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These, dass ein solches zustandsbasiertes Modell die Spezifikation von klar struk-
turierten, modularen und speichereffizienten Programmen erlaubt und dennoch nicht
mehr Ressourcen zu seiner Unterstützung auf Systemebene benötigt als das ereignis-
basierte Modell. Zur Abstützung unserer These präsentieren wir eine Entwick-
lungsumgebung basierend auf diesem zustandsbasierten Programmiermodell
(bestehend aus Programmiersprache und Compiler) sowie ein Betriebssystem
zur Ausführung von OSM Programmen.

Die wesentliche Idee hinter OSM ist es Sensorknoten-Programme explizit als
Zustandsmaschinen zu modellieren, wobei Variablen mit Zuständen assoziiert
werden und Berechnungen mit Zustandsübergängen. Zustände in OSM erfül-
len dann drei Aufgaben. Zum einen dienen sie als Geltungsbereich für Varia-
blen. Der Geltungsbereich, und damit die Lebensdauer, jeder Variable ist an ge-
nau einen Zustand und dessen Unterzustände gebunden. Wenn das Programm
diesen Zustand verlässt, wird der Speicher aller mit dem Zustand assoziier-
ten Variablen freigegeben und kann wiederverwendet werden. Solche an Zu-
stände gebundene Variablen können deshalb als lokale Variablen von OSM be-
trachtet werden. Sie stellen eine grosse Errungenschaft gegenüber dem ereignis-
basierten Modell dar, in dem die Mehrzahl der Variablen einen globalen Gel-
tungsbereich haben und ihr Speicher deshalb nicht wiederverwertet werden
kann. Die Spezifikation von temporären Daten mit Zustandsvariablen von OSM
kann die Speichereffizienz einer Anwendung signifikant steigern. Als Zweites
erlauben es explizite Zustände die Struktur und den Kontrollfluss eines Pro-
grammes auf hohem Abstraktionsniveau zu beschreiben. Insbesondere können
Programme zuerst grob und mit wenigen Zuständen beschrieben werden, die
im Weiteren durch Einfügen von Unterzuständen schrittweise verfeinert wer-
den. Dieses Vorgehen führt zu einem modularem Programmaufbau und gut
lesbarem Programm-Code. Zuguterletzt definieren explizite Programmzustän-
de einen Kontext für Berechnungen. Zustände definieren klar an welcher Stelle
im Kontrollfluss sich ein Programm befindet, welche Variablen sichtbar sind,
welche Zustände bereits durchlaufen und welche Funktion bereits ausgeführt
wurden. Im ereignisbasierten Modell dagegen müssen Informationen zum Pro-
grammkontext manuell vom Programmierer verwaltet werden. Typischerwei-
se macht diese manuelle Zustandsverwaltung einen grossen Teil des gesamten
Programm-Codes aus, was sich in schlechter Lesbarkeit und hoher Fehleranfäl-
ligkeit niederschlägt.

Durch die oben beschriebenen Konzepte erleichtert OSM die Beschreibung
von speichereffizienten, modularen, wohlstrukturierten und lesbaren Program-
men. Der Compiler für die vorgeschlagene Sprache überführt zustandsbasier-
te OSM-Programme zurück in eine ereignisbasierte Repräsentation. Dabei wird
Code zur automatischen Speicherverwaltung von Variablen und zur Verwal-
tung des Kontrollflusses hinzugefügt. Der vom Compiler erzeugte Code ist
leichtgewichtig und erfordert keine weitere Unterstützung auf Systemebene,
wie z.B. dynamisch Speicherverwaltung. Vielmehr sind die erzeugten Pro-
gramme direkt auf unserem ereignisbasiertem Betriebssystem für ressourcen-
beschränkte Sensorknoten ausführbar. Die von uns entwickelte vollständige
Programmierumgebung für Sensorknoten, bestehend aus Programmiersprache,
Compiler, und Betriebssystem, zeigt dies exemplarisch und bildet somit die
Grundlage für diese Dissertation.
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1 Introduction

1.1 Background

Over the past decades, advances in sensor technology, miniaturization and low-
cost, low-power chip design have led to the development of wireless sensor
nodes: small, inexpensive, and programmable devices that combine comput-
ing, sensing, short-range wireless communication, and an autonomous power
supply. This development has inspired the vision of wireless sensor networks—
wireless networks of sensor nodes that can be deployed in the environment at
the large scale to unobtrusively monitor phenomena of the real world. There
is a wide range of applications envisioned for such wireless sensor networks,
including precision agriculture, monitoring of fragile goods and building struc-
tures, monitoring the habitat of endangered species and the animals themselves,
emergency response, environmental and micro-climate monitoring, logistics,
and military surveillance.

The most popular programming model for developing sensor-network ap-
plications today is the event-driven model. Several programming frameworks
based on that model exist, for example, the BTnode system software [21], Con-
tiki [37], the TinyOS system software [59] and nesC programming language [45],
SOS [52] and Maté [79]. The event-driven model is based on two main abstrac-
tions: events and actions. Events in the context of event-driven programming
can be considered abstractions of real-world events. Events are typically typed
to distinguish different event classes and may contain parameters, for example,
to carry associated event data. At runtime, the occurrence of an event can trigger
the execution of a computational action. Typically, there is a one-to-one associ-
ation between event types and actions. Then, an event-driven program consists
of as many actions as there are event types. Actions are typically implemented
as functions of a sequential programming language. They always run to com-
pletion without being interrupted by other actions. In order not to monopolize
the CPU for any significant time, actions need to be non-blocking. Therefore, at
any point in the control flow where an operation needs to wait for some event
to occur (e.g., a reply message or acknowledgment), the operation must be split
into two parts: a non-blocking operation request and an asynchronous comple-
tion event. The completion event then triggers another action, which continues
the operation.

One of the main strengths of the event-driven model is that its support in the
underlying system software incurs very little memory and runtime overhead.
Also, the event-driven model is simple, yet intuitively captures the reactive na-
ture of sensor-network applications. In contrast, the multi-threaded program-
ming model, another programming approach that has been applied to wireless
sensor networks, is typically considered to incur too much memory and compu-
tational overhead (mainly because of per-thread stacks and context switches).
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This makes the multi-threaded model generally less suitable for programming
sensor nodes, which are typically limited in resources, and unsuitable for sensor
nodes operating at the low end of the resource spectrum (cf. [37, 59]). As a con-
sequence, in the context of sensor networks, event-based systems are very pop-
ular with several programming frameworks in existence. These frameworks,
particularly TinyOS and nesC, are supported by a large user base. Hence, many
sensor-node programmers find it natural to structure their programs according
to this paradigm.

1.2 Motivation and Problem Statement

While event-driven programming is both simple and efficient, we have found
that it suffers from a very important limitation: it lacks an abstraction of state.
Very often, the behavior of a sensor-node program not only depends on a par-
ticular event—as the event model suggests—but also on the event history and
on computational results of previous actions; in other words: program state.
We use an example to illustrate this point. In the EnviroTrack [6] middleware
for tracking mobile objects with wireless sensor networks, nodes collaboratively
track a mobile target by forming a group of spatially co-located nodes around
the target. If a node initially detects a target, its reaction to this target-detection
event depends on previous events: If the node has previously received a notifi-
cation (i.e., an event) that a nearby node is already a member in a tracking group,
then the node joins that group. If the node has not received such a notification,
it forms a new group. In this example, the behavior of a node in reaction to the
target-detection event (i.e., creating a new tracking group or joining an existing
one) depends on both the detection event itself and the node’s current state (i.e.,
whether a group has already been formed in the vicinity of the node or not).

Since there is no dedicated abstraction to model program state in the event-
driven model, programmers typically save the program state in variables. How-
ever, keeping state in variables has two important implications that obscure the
structure of program code, severely hamper its modularity, and lead to issues
with resource efficiency and correctness. Firstly, to share state across multiple
actions, the state-keeping variables must persist over the duration of all those
actions. Automatic (i.e., local) variables of procedural programming languages
do not meet this requirement, since variable lifetime is bound to functions. Thus
the local variable stack is unrolled after the execution of the function that im-
plements an action. Instead, programmers have the choice to use either global
variables or to manually store a state structure on the heap. The latter ap-
proach is often inapplicable as it requires dynamic memory management, which
is rarely found in memory-constrained embedded systems because it is consid-
ered error-prone and because it incurs significant memory overhead. The former
and by far more typical approach, however, also incurs significant memory over-
head. Since global variables also have “global” lifetime, this approach perma-
nently locks up memory—even if the state is used only temporarily, for example,
during network initialization. As a result, manual state-keeping makes event-
driven programs memory inefficient since they cannot easily reuse memory for
temporary data. This is ironic, since one of the main reasons for introducing the
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event-driven model has been that its support in the underlying system software
can be implementred resource efficiently.

Secondly, the association of events to actions is static—there is no explicit sup-
port for adopting this association depending on the program state. As a conse-
quence, in actions, programmers must manually dispatch the control flow to the
appropriate function based on the current state. The additional code for state
management and state-based function demultiplexing can obscure the logical
structure of the application and is an additional source of error. Also, it ham-
pers modularity since even minor changes in the state space of a program may
require modifying multiple actions and may thus affect much of the program’s
code base.

While the identified issues are not particularly troublesome in relatively small
programs, such as application prototypes and test cases, they pose significant
problems in larger programs. But as the field of wireless sensor networks ma-
tures, its applications are getting more complex—projects grow and so does the
code base and the number of programmers involved. Leaving these issues un-
solved may severely hamper the field of wireless sensor networks to mature.

1.3 Thesis Statement

Because of the limitations outlined in the previous section, we argue that the
simple event/action-abstraction of the event-driven programming model is in-
adequate for large or complex sensor network programs. The natural question
then is, can the inadequacies of the event-driven programming model be re-
paired without impairing its positive aspects? In this dissertation we answer this
question affirmatively. Concretely, we present the Object State Model (OSM),
a programming model that extends the event-driven programming paradigm
with an explicit abstraction and notion of hierarchical and concurrent program
states. Our thesis is that such a state-based model allows to specify well-structured,
modular, and memory-efficient sensor-node programs, yet requires as little runtime-
resources as the event-driven model.

1.4 Contributions

The main contribution of this work then is to show

• that OSM provides adequate abstractions for the specification of well struc-
tured and highly modular programs,

• how OSM supports memory-efficient programming, and, finally,

• that OSM does not incur significant overhead in the underlying system
software and can thus indeed be implemented on resource-constrained
sensor nodes.

In this dissertation we present four elements to support our claim: (1) OSM,
an abstract, state-based programming model, which is a state-extension to the
conventional event-based programming model, (2) an implementation language
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for sensor nodes that is based on the OSM model, (3) a compiler for the pro-
posed language that generates event-driven program code, and (4) an execution
environment for the generated code on BTNODE sensor-node prototypes. The
following paragraphs present the key concepts of our solution, namely using an
explicit notion of state for structuring programs, automated state management,
efficient memory management based on the use of state as a lifetime qualifier for
variables, and the automatic transformation of OSM programs into conventional
event-driven programs.

1.4.1 Modular and Well-Structured Design

In the state-based model of OSM, the main structuring element of program code
is an explicit notion of program state. For every explicit program state the pro-
grammer can specify any number of actions together with their trigger condi-
tions (over events). At runtime, actions are only invoked when their associated
program state is assumed and when their trigger condition evaluates to true.
As a consequence, the association of events to actions in OSM depends on the
current state (unlike in the event-driven model), that is, invocations of actions
become a function of both the event and the current program machine state. This
concept greatly enhances modularity, since every state and its associated actions
can be specified separately, independent of other states and their actions. Thus,
modifying the state space of a program requires only local changes to the code
base, namely to the implementations of the affected states. In contrast, in the
event-driven model, such modifications typically affect several actions through-
out much of the entire code.

1.4.2 Automated State Management

Generally, OSM moves program-state management to a higher abstraction layer
and makes it an explicit part of the programming model. Introducing state into
the programming model allows to largely automate the management of state
and state transitions—tasks which had to be performed manually before. The
elimination of manually written code for the management of state-keeping vari-
ables and state-based function demultiplexing allows programmers to focus on
the logical structure of the application and removes a typical source of error.

1.4.3 Memory-Efficient State Variables

Even in state-based models, variables can be a convenient means for keeping
program state, for example, to model a very large state space that would be im-
practical to specify explicitly or to store state that does not directly affect the
node’s behavior. Instead of having to revert to wasteful global variables (as in
the event-driven model), OSM supports variables that can be attributed to an
explicitly modeled state. This state can then be utilized to provide a novel scope
and lifetime qualifier for these variables, which we call state variables. State vari-
ables exist and can share information—even over multiple action invocations—
when their associated state is assumed at runtime. During compilation, state
variables of mutually exclusive states are automatically mapped to overlapping
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memory regions. The memory used to store state variables can be managed au-
tomatically by the compiler, very much like automatic variables in procedural
languages. However, this mapping is purely static and thus requires neither a
runtime stack nor dynamic memory management.

State variables can reduce or even eliminate the need to use global variables or
manually memory-managed variables for modeling temporary program state.
Since state variables provide automatic memory management, they are not only
more convenient to use but also more memory efficient and less error-prone.
Because of state variables OSM programs are generally more memory efficient
compared to event-driven programs.

1.4.4 Light-Weight Execution Environment

The state-based control structure of OSM programs can be automatically com-
piled into conventional event-driven programs. Generally, the automatic trans-
formation, which is implemented by the OSM compiler, works like manu-
ally coding state in event-driven systems. In the transformation, however,
the program-state space is automatically reduced and then converted into a
memory-efficient representation as variables of the event program. State-specific
actions of OSM are transformed into functions of a host language. Then, code
for dispatching the control flow to the generated functions is added to the ac-
tions of the event program. After the transformation into event-driven code,
OSM programs can run in the same efficient execution environments as conven-
tional event-driven systems. Thus, the state-based model does not incur more
overhead than the (very efficient) event-driven model and requires only mini-
mal operating system support.

1.4.5 Evaluation

We use the state-based OSM language to show that a first class abstraction of
state can indeed support well-structured and modular program specifications.
We also show that an explicit abstraction of state can support memory-efficient
programming. To do so, we present an implementation of state variables for
the OSM compiler. More concretely, we present an algorithm deployed by our
OSM compiler that automatically reclaims unused memory of state variables.
Finally, we show that code generated from OSM specifications can run in the
very light-weight event-driven execution environment on BTnodes.

1.5 Thesis Organization

The remainder of this dissertation is structured as follows. In Chapter 2 we dis-
cuss general aspects of wireless sensor networks. First we characterize wireless
sensor networks and present envisioned as well as existing applications. Then
we discuss state-of-the-art sensor-node hardware, ranging from early research
prototypes to commercialized devices.

In Chapter 3 we present a general background on programming individual
sensor nodes. We start by discussing some general requirements of sensor-node
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programming. Then we present the three dominant programming models in
use today. We will particularly focus on the runtime support necessitated by
those models and evaluate their suitability with respect to the requirements es-
tablished previously. Finally, we present selected state-of-the-art sensor-node
programming frameworks. Chapter 4 is devoted to the detailed examination of
the event-driven programming model. Based on our experience with the event-
driven BTnode system software and other programming frameworks described
in the current literature, we analyze the model’s limitations and drawbacks. We
lay down why the convential event-driven model is not well-suited to describe
sensor-node applications and we stress how a first-class abstraction of program
states could indeed solve some of the most pressing issues.

The next three chapters are devoted to our state-based programming frame-
work OSM. Chapter 5 presents the OSM model in detail. In particular, the se-
mantics of the model are discussed. The OSM language and implementation
aspects of the OSM compiler are examined in Chapter 6. We present the OSM
specification language and its mapping to the event-driven execution environ-
ment on BTnodes. The execution environment of OSM programs on BTnodes
is a slightly modified version of our event-driven system software presented in
Sect. 3.5.1. In Chapter 7 we evaluate the practical value of OSM. First we discuss
how OSM meets the requirements for programming individual sensor nodes as
set out in previous chapters. Then we discuss how OSM alleviates the identified
limitations of the event-based model. Finally, we show how OSM can be used
to implement concrete applications from the sensor network literature.

In Chapter 8 we present related work. Chapter 9 concludes this dissertation,
discusses the limitations of our work, and ends with directions for future work.
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The goal of this dissertation is to develop a software-development framework
appropriate for programming wireless sensor network (WSN) applications. To
achieve this goal, we first need to understand what makes one programming
technique appropriate and another one inadequate. Software, as well as the
techniques for programming this software, are always shaped by its applica-
tions and by the computing hardware. So in order to develop an understanding
for the characteristics, requirements, and constraints of WSNs, we will present
and analyze a range of current and envisioned WSN applications and their com-
putational platforms, the sensor nodes.

WSNs have a wide range of applications. The exact characteristics of a partic-
ular sensor network depend largely on its application. However, some charac-
teristics are shared by most, if not all WSNs. The most important characteristics
are: (1) WSNs monitor physical phenomena by sampling sensors of individ-
ual nodes. (2) They are deployed close to the phenomenon and (3), once de-
ployed, operate without human intervention. And finally (4), the individual
sensor nodes communicate wirelessly. These general characteristics together
with the application-specific characteristics translate more or less directly into
technical requirements of the employed hardware and software and thus shape
(or at least should shape) their design. Indeed, the technical requirements of
many of the more visionary WSN applications go far beyond what is technically
feasible today. To advance the field of WSNs, innovative hardware and software
solutions need to be found.

Regarding WSN software, classical application architectures and algorithm
designs need to be adapted to the requirements of WSNs. However, this is not
enough. Today’s programming models and operating systems also do not match
WSN requirements and are thus equally ill-suited to support such new software
designs. Programming models must be revised in order to facilitate the design
of WSN applications with expressive abstractions. And operating systems need
to be adapted to support these new programming models on innovative sensor-
node hardware designs.

Before looking at the software development tools and process in the next chap-
ter, we present the characteristics of WSN applications and their computational
platforms in this chapter. We start by presenting a number of application scenar-
ios in Sect. 2.1. From these applications we derive common application charac-
teristics in Sect. 2.2. Some of the software requirements can be derived directly
from those characteristics, while others are imposed by the characteristics of sen-
sor nodes. Therefore we present classes of sensor-node designs, their hardware
components, and selected sensor-node hardware platforms in Sect. 2.3. We ex-
plain how these hardware designs try to meet the WSN requirements and which
constraints they impose on the software themselves. Before summarizing this
chapter in Sect. 2.5 we briefly relate wireless sensor nodes to embedded systems
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in Sect. 2.4.

2.1 WSN Applications

WSN share a few common characteristics, which make them recognizable as
such. However, sensor networks have such a broad range of existing and po-
tential applications, that these few common characteristics are not sufficient to
describe the field comprehensively. In this section we present concrete WSN
applications to exemplify their diversity. Based on this presentation we derive
WSN characteristics in the next section. Similar surveys on the characteristics of
WSNs can be found in [70, 101].

2.1.1 Environmental Observation

One application domain of WSN is the observation of physical phenomena and
processes in a confined geographical region, which is covered by the WSN. Sev-
eral WSNs have already been deployed in this domain. For example, a WSN has
been used to monitor the behavior of rocks beneath a glacier in Norway [88]. The
goal of the deployment is to gain an understanding for the sub-glacier dynam-
ics and to estimate glacier motion. Sensor nodes are placed in drill holes in and
beneath the glacier. The holes are cut with a high-pressure hot water drill. The
sensor nodes are not recoverable; their width is constrained by the size of the
drill hole, which is 68 mm. Communication between the nodes in, and the base
station on top of the glacier follows a pre-determined schedule. To penetrate
the up to 100 meters of ice, the nodes boost the radio signal with an integrated
100 mW power amplifier. The network is expected to operate for at least one
year.

To monitor the impact of wind farms on the sedimentation process on the
ocean floor and its influence on tidal activity [87] a WSN is being used off the
coast of England. The sensor nodes are dropped from ships at selected positions
and are held in position by an anchor. Each of the submerged sensors is con-
nected to a floating buoy, which contains the radio transceiver and GPS receiver.
The nodes measure pressure, temperature, conductivity, current, and turbidity.

Another maritime WSN deployment called ARGO is used to observe the up-
per ocean [63]. ARGO provides a quantitative description of the changing state
of the upper ocean and the patterns of ocean climate variability over long time
periods, including heat and freshwater storage and transport. ARGO uses free-
drifting nodes that operate at depths up to 2000 m below sea-level but surface
every 10 days to communicate their measurements via satellite. Each node is
about 1.3 m long, about 20 cm in diameter, and weigh about 40 kg. Much of the
node’s volume is taken up by the pressure case and the mechanism for submerg-
ing and surfacing. The per-node cost is about $ 15.000 US; it’s yearly operation
(i.e., deployment, data analysis, project management, etc.) accounts for about
the same amount. The nodes are designed for about 140 submerge / resurface
cycles and are expected to last almost 4 years. After that time most nodes will
sink to the ocean floor and are thus not recoverable. Currently almost 3000 nodes
are deployed.
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WSNs are also used in precision agriculture to monitor the environmental fac-
tors that influence plant growth, such as temperature, humidity light, and soil
moisture. A WSN has been deployed in a vineyard [15] to allow precise irriga-
tion, fertilization, and pest control of individual plants. Other examples for en-
vironmental observations are the detection and tracking of wildfires, oil spills,
and pollutants in the ground, in water, and in the air.

2.1.2 Wildlife and Farm-Animal Monitoring

Monitoring the behavior and health of animals is another application domain of
WSNs. Some wild animals are easily disturbed by human observers, such as the
Leach’s Storm Petrel. To unobtrusively monitor the breeding behavior of these
birds in their natural habitat, a WSN has been deployed on Great Duck Island,
Maine, USA [85, 112]. Before the start of the breeding season, sensor nodes
are placed in the birds’ nesting burrows and on the ground. They monitor the
burrows’ micro climate and occupancy state. About one hundred nodes have
been deployed. They are expected to last for an entire breeding period (about
seven months), after which they can be recollected. Another WSN described in
[117, 118] aims to recognize a specific type of animal based on its call and then
to locate the calling animal in real-time. The heterogeneous, two-tired sensor
network is composed of so-called micro nodes and macro nodes. The smaller,
less expensive, but also less capable micro nodes are deployed in great numbers
to exploit spatial diversity. The fewer but more powerful macro nodes combine
and process the micro node sensing data. The target recognition and location
task is divided into two steps. All nodes first independently determine whether
their acoustic signals are of the specified type of animal. Then, macro nodes
fuse all individual decisions into a more reliable system-level decision using
distributed detection algorithms. In a similar approach, [64, 105] investigates
monitoring of amphibian populations in the monsoonal woodlands of northern
Australia.

WSNs have also been used or are planned to be used to monitor and track
wild species and farm animals, such as cows, deer, zebras, fishes, sharks, or
whales. In these scenarios, sensor nodes are attached to individual animals in
order to determine their health, location, and interaction patterns. In these ap-
plications, WSNs are superior to human observers because often humans cannot
easily follow the targeted animals and because human observation is too cost in-
tensive. The ZebraNet [67, 81] WSN is used to observe wild zebras in a spacious
habitat at the Mpala Research Center in Kenya. A main research goal is to un-
derstand the impact of human development on the species. The WSN monitors
the behavior of individual animals (e.g., their activity and movement patterns)
and interactions within a species. The nodes, which are worn as a collar, log
the sensory data and exchange them with other nodes, as soon as they get into
communication range. The data is then retrieved by researchers who regularly
pass through the observation area with a mobile base stations mounted on a car
or plane.

A restoration project after an oil spill in the Gulf of Alaska identified critical
habitats of the Pacific halibut by determining its life-history patterns [102]. The
knowledge of the fishes’ critical habitat aids fisheries managers in making de-
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cisions regarding commercial and sport fishing regulations. The sensor nodes
are attached to a number of individual fishes in the form of so-called pop-up
tags. The tags collect relevant sensory data and store them. After the observa-
tion period a mechanism releases the tags, which then “pop up” to the surface
and communicate their data by satellite. Typically tags are lost unless washed
ashore and returned by an incidental finder.

WSNs are also used in agriculture, for example in livestock breeding and cat-
tle herding. The Hogthrob project [24], for example, aims at detecting the heat
periods of sows in order to determine the right moment of artificial fertilization.
The intended area of operation are farms with a high volume of animals (2000
individuals and more). To be economically sensible, sensor nodes must last for
2 years at a cost of about one Euro.

To reduce the overhead of installing fences and improving the usage of feed-
ing lots in cattle herding, a WSN implements virtual fences [28]. An acoustic
stimulus scares the cows away from the virtual fence lines. The movement pat-
tern of the animals in the herd is analyzed and used to control the virtual fences.
The sensor nodes are embedded into a collar worn by the cow.

2.1.3 Intelligent Environments

Applications for WSN cannot only be found in the outdoors. Instead of attach-
ing sensor nodes to animals, they may also be embedded within (or attached
to) objects of the daily life. Together with a typically fixed infrastructure within
buildings, such WSNs create so-called intelligent environments. In such envi-
ronments, augmented everyday objects monitor their usage pattern and support
their users in their task through the background infrastructure.

The Mediacup [16], a coffee cup augmented with a sensor node, detects the
cup’s current usage pattern, for example, if it is sitting in the cupboard, filled
with hot coffee, drunken from, carried around, or played with. The cup knows
when the coffee in the cup is too hot to drink and warns the user. A network of
Mediacups can detect whether there is a meeting taking place and automatically
adjust the label of an electronic doorplate. Similarly, to support the assembly
of complex kits of all kinds, for example, machinery, the individual parts and
tools could be augmented with sensor nodes. In a prototypical project described
in [12], a WSN assists in assembling do-it-yourself furniture to save the users
from having to study complex assembly instructions.

2.1.4 Facility Management

To get indications for potential power savings, a WSN monitors the power con-
sumption in office buildings and in private households [69]. Data is measured
by the power-adapter like sensors that are located either in electrical outlets or
at sub-distribution nodes, such as fuseboxes. Measurements are collected by a
central server and can be accessed and interpreted in real-time. Sensor nodes
are powered through the power grid in the order of tens to hundreds. Their life-
time should be equivalent to the lifetime of the building. Obviously, their com-
bined power consumption should be very low, that is, well below the savings
gained through its employment. Another possible application in the living and
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working space are micro-climate monitoring to implement fine-grained control
of Humidity, Ventilation and Air Conditioning (HVAC).

2.1.5 Logistics and Asset Tracking

Another large application domain is tracking of products and assets, such as
cargo containers, rail cars, and trailers. Again, sensor nodes in this domain are
attached to the items to be monitored and typically log the items’ position and
state and notify users of critical conditions.

For example, the AXtracker [82] is a commercial wireless sensor node for as-
set tracking and fleet management which can report conditions such as a door
being open, a decrease or increase in temperature or moisture, and it can detect
smoke. SECURIfood [96] is a commercial WSN for cold-chain management. The
networks detects inadequate storage conditions of frozen or refrigerated prod-
ucts early in order to issue warnings. In a research project [106] a WSN has been
used to augment products as small as an egg carton in a supermarket in order to
facilitate the early removal of damaged or spoiled food items. If the product is
damaged (e.g., because it has been dropped) or has passed its best-before date, it
connects to the PDA or mobile phone of an employee on the sales floor to report
its condition. Such a solution is superior to RFID or manual barcode scanning,
because sensor nodes can take the individual product and storage history into
account. Obviously, sensor nodes need to be very inexpensive, that is, in the
range of noticeably less than a few percent of the tagged product, which is the
profit margin for food items. The node’s life must span the period from produc-
tion to sale. After consumption of the product the sensor node is disposed with
its packaging.

2.1.6 Military

Many of the early, mostly US-based WSN research projects were in the military
domain. For example, WSNs are used for tracking enemy vehicles [6]. Sen-
sor nodes could be deployed from unmanned aerial vehicles in order to detect
the proximity of enemy tanks with magnetometers. In such an application sen-
sor nodes need to be unnoticeably small in order to prevent their detection and
removal or the nodes must be too numerous to be removed effectively. In ei-
ther case, the nodes are lost after deployment. A WSN integrated into anti-tank
mines ensures that a particular area is covered with mines [90]. The mines esti-
mate their orientation and position. Should they detect a breach in the coverage,
a single mine is selected to fill in the gap. The mine can hop into its new po-
sition by firing one of its eight integrated rocket thrusters. Obviously, sensor
nodes on mines are disposable. WSNs can also be used in urban areas to locate
a shooter. A system has been implemented that locates the shooter by detecting
and analyzing the the muzzle blast and shock wave using acoustic sensors [109].
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2.2 WSN Characteristics

2.2.1 Deployment and Environmental Integration

A common characteristic of wireless sensor networks is their deployment in the
physical environment. In order to monitor real-world phenomena in situ, sen-
sor nodes are deployed locally, close to where the phenomena is expected. The
sensory range and accuracy of individual nodes is typically limited. If applica-
tions require more accurate data (e.g., in the shooter localization application) or
a complete coverage of an extensive area (e.g., vehicle tracking), nodes must be
deployed in larger numbers. Current deployments typically consist of a few to
several tenths of sensor nodes, though deployments of several thousand devices
are envisioned by researchers.

The way sensor nodes are deployed in the environment differs significantly
depending on the application. Nodes may be carefully placed and arranged at
selected locations as to yield best sensing results. Or they may be deployed by
air-drop resulting in a locally concentrated but random arrangement. Sensor
nodes may also be attached directly to possibly mobile objects that are to be
monitored, for example, to animals, vehicles, or containers.

For outdoor applications, sensor nodes need to be sealed from environmental
influences (such as moisture, fungus, dust, and corrosion) to protect the sensitive
electronics. Sealing can be done with conformal coating or packaging. Both
strategies may have influences on the quality of sensor readings and wireless
communications. Packaging may also contribute significantly to the weight and
size of sensor nodes.

2.2.2 Size, Weight, and Cost

The allowable size, weight, and cost of a sensor node largely depends on appli-
cation requirements, for example, the intended size of deployment. Particularly
in large scale, disposable (i.e., non recoverable) sensor node deployments, indi-
vidual nodes must be as cheap as possible. In the military domain, for example,
Smart Dust sensor nodes [120] aim at a very large scale deployment of nodes
the size of one cubic millimeter and very low cost. For commercial applications
(such as logistics, product monitoring, agriculture and animal farming, facility
management, etc.), cost will always be a prime issue. On the other extreme,
nodes can be as big as suitcases and cost up to several hundred Euros, for ex-
ample, for weather and ocean monitoring. Application scenarios in which the
sensor network is to float in the air pose stringent weight restrictions on nodes.

We expect that future sensor-node technology will typically meet the weight
and size requirements, but that stringent requirements for low cost will signifi-
cantly limit the nodes’ energy budget and available resources (see below).

2.2.3 Limited Energy Budget

Wireless sensor nodes typically have to rely on the finite energy reserves from a
battery. Remote, untethered, unattended, and unobtrusive operation of sensor
networks as well as the sheer number of nodes in a network typically precludes
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the replacement of depleted batteries. Harvesting energy from the environment
is a promising approach to power sensor nodes currently under research. First
results suggest that under optimal environmental conditions, energy harvesting
can significantly contribute to a node’s energy budget, but may not suffice as
sole energy resource [99].

Each WSN application has specific constraints regarding size, weight, and cost
of individual sensor nodes. These factors directly constrain what can be reason-
ably integrated into sensor nodes. Particularly, power supplies contribute sig-
nificantly to the size, weight, and cost of sensor nodes. In the majority of WSN
applications, energy is a highly limited resource.

2.2.4 Lifetime

The application requirements regarding sensor network lifetime can vary
greatly from a few hours (e.g., furniture assembly) to many years (e.g., ocean
monitoring). But also the notion of WSN lifetime can vary from application to
application. While some WSN applications can tolerate a large number of node
failures and still produce acceptable results with only a few nodes running, other
applications may require dense arrangements. But the network lifetime will al-
ways depend to a large degree on the lifetime of individual sensor nodes.

Sensor-node lifetime mainly depends on the node’s power supply and its
power consumption. But as the available energy budget is often tightly con-
strained by application requirements on the node’s size, wight and cost and,
at the same time, lifetime requirements are high, low-power hardware designs
and energy aware software algorithms are imperative. Today, sensor network
lifetime is one of the major challenges of WSN research.

2.2.5 Limited Computing Resources

Sensor nodes designs often trade off computing resources for one of the fun-
damental characteristics of sensor nodes, size, monetary cost, and lifetime (i.e.,
energy consumption). Computing resources, such as sensors, wireless commu-
nication subsystems, processors, and memories, significantly contribute to all
three of them. Sensor-node designs often try to strike a balance between sen-
sor resolution, wireless communication bandwidth and range, CPU speeds, and
memory sizes on the one hand, and cost, size, and power consumption on the
other hand.

For many WSN applications, cost is a crucial factor. Assuming mass produc-
tion, the price of integrated electronics and thus the price per sensor node is
mainly a function of the die size, that is, the number of transistors integrated.
The size of the node on the die determines the how many devices can be pro-
duced from a single wafer while wafers induce about constant costs regardless
of what is produced from them. That is the main reason why complex 32-bit
microcontroller architectures are much more expensive then comparatively sim-
ple 8-bit architectures. As we will detail in the next section, where we will look
at selected sensor-node components, an increase of the address-bus size from 8
to 32-bit of typical sensor-node processors today leads to a ten-fold increase in
processor price. Moore’s law (see [91]) predicts that more and more transistors
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can be integrated, and thus integrated electronics get smaller and less expensive
in the future. While this means that sensor-network applications with more and
more (possibly disposable) nodes can be deployed, it does not necessarily im-
ply that the resources of individual nodes will be less constrained. Memories in
general, and SRAM in particular, require high transistor densities, and thus are
also a significant cost factor.

Also, the energy consumption of sensor nodes mainly depends on the de-
ployed hardware resources (and their duty cycle). More powerful devices quite
literally consume more power. Most of the power consumption of integrated de-
vices stems from switching transistors (a CPU cycle, refreshing memories, etc).
Again, less powerful processor architectures with less gates have an advantage.

As a consequence, computing resources are often severely constrained, even
when compared to traditional embedded systems, which have similar cost con-
straints but are typically mains powered. We expect that these limitations of
sensor networks will not generally change in the future. Though we can expect
advances in chip technology and low-power design, which will lift the most
stringent restrictions of current applications. But the attained reductions in per-
node price, size, and energy consumption also open up new applications with
yet tighter requirements. Less powerful devices will remain to have the edge in
terms of price and power consumption.

2.2.6 Collaboration

The collective behavior of a wireless sensor network as a whole emerges from
the cooperation and collaboration of the many individual nodes. Collaboration
in the network can overcome and compensate for the limitations of individual
nodes. The wireless sensor network as a whole is able to perform tasks that
individual nodes cannot and that would be difficult to realize with traditional
sensing systems, such as satellite systems or wired infrastructures.

2.2.7 Back-End Connectivity

To make the monitoring results of WSN available to human observers or control
applications, they may be connected to a fixed communication infrastructure,
such as Wireless LAN, satellite networks, or GSM networks. The WSN may
be connected to this communication infrastructure via one or several gateways.
Connectivity to a communication infrastructure requires that either nodes from
the WSN operate as gateways, or that fixed gateways are installed. Such gate-
way typically posses two network interfaces. Acting as a gateway between the
WSN and the communication infrastructure (which is typically not optimized
for low power consumption) places additional burdens on sensor nodes. On the
other hand, installing fixed gateways is often too expensive.

Rather than relaying data from the WSN into a fixed infrastructure, monitor-
ing results may also be retrieved by mobile terminals. In ZebraNet, for exam-
ple, sensing results are collected by humans with laptop computers [67]. Since
permanent connectivity from the WSN to the mobile terminals cannot be guar-
anteed, sensor nodes are required to temporarily store their observations.
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2.2.8 Mobility and Network Dynamics

Sensor nodes may change their location after deployment. They may have auto-
motive capabilities, as described in the military application above or they may
be attached to mobile entities, like animals. Finally, nodes may be carried away
by air and water currents.

If nodes are mobile, the communication topology may change as nodes move
out of communication range of their former communication partners. However,
the network topology may change even if nodes are stationary, because nodes
fail or more nodes are deployed. Additionally, communication links may be
temporarily disrupted as mobile objects, such as animals or vehicles, or weather
phenomena obstruct RF propagation. Finally, some nodes may choose to turn
their radio off in order to save power. If the sensor network is sparsely con-
nected, individual node or link failures may also result in network partitions.

As a consequence of their integration into the environment sensor nodes may
be destroyed by environmental influences, for example, corroded by sea water
or crushed by a glacier. If batteries cannot be replaced, they may run out of
power. Increasing the node population (and hence the quality and quantity or
data readings) may be desirable at places that have been found to be interesting
after the initial deployment. After an initial deployment, a (possibly repeated)
re-deployment of sensor nodes may become necessary in order to replace failed
nodes or to increase the node population at a specific location. All these factors
may lead to a dynamic network, with changing topologies, intermittent parti-
tions, and variable quality of service.

2.2.9 Bursty Traffic

Wireless sensor networks may alternate between phases of low-datarate traffic
and phases of very bursty, high-datarate traffic. This may be the case, for exam-
ple, if the wireless sensor network is tasked to monitor the occurrence of certain
phenomena (as opposed to continuous sampling), and that phenomenon is de-
tected by a number of nodes simultaneously.

2.2.10 Dynamic Role Assignment

To optimize certain features of the sensor network, such as network perfor-
mance, lifetime, and sensing quality, the nodes of a sensor network may be
dynamically configured to perform specific functions in the network. This so-
called role assignment [42, 98] is based on static as well as dynamic parameters of
the nodes, such as hardware configuration, network neighbors, physical location
within the network (e.g., edge node or distance to the infrastructure gateway),
or remaining battery levels. For example, in dense networks, where all areas of
interest are covered by multiple nodes (both in terms of network and sensor cov-
erage), some of the nodes may be switched off temporarily to conserve energy.
These nodes can then later replace the nodes that have run out of battery power
in the meantime, thus increasing the overall lifetime of the sensor network [122].
As it is often difficult to anticipate the node parameters before deployment, role
assignment is typically performed in situ by the sensor network itself. Typically,
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it is first performed right after deployment, in the network initialization phase.
Then, changing parameters of a node and its environment may regularly prompt
reassignment of the node’s role.

2.2.11 Node Heterogeneity

While many sensor networks consist of identical nodes, for some applications it
can be advantageous to deploy multiple hardware configurations. For example,
nodes may be equipped with different sensors; some nodes may be equipped
with actuators, while others may be equipped with more computing power
and memory. Nodes with a powerful hardware configuration typically con-
sume more energy, but in turn can run more complex software and perform
special functions in the network, such as communication backbone, gateway to
the background infrastructure, or host for sophisticated computations. Low ca-
pability nodes typically perform simpler tasks but have higher lifetimes at lower
cost. These setups can lead to clustered and multi-tiered architectures, where the
cluster-heads are equipped with more computing and memory resources.

2.3 Sensor Nodes

As we have seen in the previous sections, different applications have differ-
ent requirements regarding lifetime, size, cost, etc. While functional prototypes
have been realized for most the applications described above, many of the em-
ployed sensor-nodes do not meet all their requirements. Concretely, most de-
vices are either too big, too expensive for the application at hand, or they fall
short of lifetime requirements. Therefore miniaturization, low-power and low-
cost designs are possibly the most pressing technical issues for sensor nodes.

Most sensor nodes have been built as research prototypes or proof-of-concept
implementations used to investigate certain aspects of future sensor nodes, net-
works, algorithms, and applications. Indeed, even the designs which have been
commercialized are targeted at research institutions and very early adopters.

2.3.1 Device Classes

In today’s WSN deployments and research installations we see three classes of
sensor nodes of different degrees of maturity. The first class are commodity de-
vices that are being used as sensor nodes, though they are not actually built for
that purpose. Devices in that class are laptop computers, PDAs, mobile phones,
cameras, etc. Commodity devices are often used for rapid application prototyp-
ing, where the actual device characteristics are less relevant. The second class
of sensor nodes are custom built from commercially-available electronics com-
ponents. These nodes are closer to the actual requirements of WSN and often
perform better than commodity devices. However, they still do not meet most
of the envisioned characteristics, such as “mote” size, years of lifetime, and a
price in the order of cents. Typically these nodes target at a broad applicabil-
ity. Some nodes designs are available commercially, such as the latest version
of the BTnode. Because of their availability and relatively low cost, these nodes
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dominate current WSN deployments. The last class of sensor nodes, finally, are
highly integrated designs that combine all the functional parts of a sensor node
(CPU, memories, wireless communication, etc.) into a single chip or package.
These devices are the best “performers” but still remain to be research proto-
types produced in very few numbers only. Below we will discuss these classes
of sensor node in more detail.

Commodity Devices

Rather than building custom sensor nodes, some researchers have utilized com-
mercially available commodity devices to build prototypical sensor network
algorithms and applications. Commodity devices, such as laptop computers,
PDAs, mobile phones, cameras, etc., can be used to perform special functions in
the network. In some research projects they even have been operated as sensor
node replacements.

There are a number of benefits to this approach: commodity devices are read-
ily available and provide a variety of sensors and resources. Many commod-
ity devices provide standardized wired and wireless interfaces (such as RS-232
serial ports, USB, Bluetooth, and Infrared) and application protocols (e.g, RF-
COM and OBEX), which allow to use the device’s functionality without a major
programming effort. For laptop computers, for example, there is an immense
variety of peripherals available. Custom-made peripherals can be connected
to the computer via its general-purpose IO interface. When programming is
required, software development on commodity devices is typically more con-
venient compared to custom-made sensor nodes because these devices offer es-
tablished software-development environments and operating-system support.
Furthermore, no knowledge of embedded-system design and chip design is
required, thereby opening up the possibility of work in WSNS even for non-
experts in embedded-systems design.

There are several examples where commodity devices are used in WSN. In
[117, 118], for example, PDAs and embedded PCs, respectively, are used as clus-
ter heads. For wirelessly interfacing the sensor nodes, the cluster heads are
equipped with proprietary hardware extensions. In [116], PDAs are used as
wireless sensor nodes in a setup for the analysis of beamforming algorithms.
Further examples for the use of commodity devices in WSNs can be found
in [21, 107].

However, there are a number of drawbacks, which preclude the utilization of
commodity devices in wireless sensor networks. Apart from few niche appli-
cations, commodity devices do not meet WSN requirements, particularly low-
cost, long lifetime, and unattended operation. The computational characteris-
tics (like memory and CPU) of commodity devices are typically well beyond the
constraints set by WSN applications. Prototypes implemented with commod-
ity devices typically leave the question unanswered whether the same imple-
mentation could indeed be realized given more realistic cost, size, and lifetime
constraints. Also, commodity devices are often too fragile for prolonged use
in the physical environment and typically require extensive configuration and
maintenance.
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COTS Sensor Nodes

A large class of the custom-built sensor nodes are what is referred to as COTS
sensor nodes. COTS nodes are manufactured from several commercially of-the-
shelf (COTS) electronic components. The aim of some COTS node developments
is the provision of a versatile, broadly applicable sensor node (e.g., [21, 31, 58]),
while other developments are custom-built with a particular application in mind
(e.g., [61, 67]. Some of the general-purpose designs are commercially available or
are made available for academic research at cost price. A typical setup consists
of an RF transceiver and antenna, one or more sensors (or interfaces for connect-
ing external sensor boards), as well as a battery and power regulating circuitry
grouped around a general-purpose processor. While these processors—often
8-bit microcontrollers—typically feature some internal memory, many COTS
sensor-node designs incorporate some additional external memory. The elec-
tronic components are mounted on a printed circuit board (PCB). Some COTS
sensor nodes are composed of multiple PCBs, for examples, a main board and
separate daughter boards for sensing and RF communication.

The computational resources provided by of most COTS-node designs are
typically within reasonable limits for a number of WSN applications. Currently,
the per-node cost is about 80–180 Euro (see, for example, [14, 34, 123]). Nodes
built from SMD components can be as small as a one Euro coin, such as the
MICA2DOT node [34]. However antennas, batteries, battery housings, the gen-
eral wiring overhead of multiple components, and packaging (if required), pre-
clude smaller sizes and form factors. The lifetime of COTS nodes ranges from
days to years, depending on the dutycycle.

For many applications COTS nodes may still be too expensive to be deployed
at the large scale, may be too power consuming to achieve the required network
lifetime, or may be too big for unobtrusive operation. However, because of their
relatively low price and availability, COTS sensor nodes allow to quickly realize
prototypes, even at a larger scale. Representatives of COTS sensor nodes are the
entire Berkeley Mote family (including the Rene, Mica2, MicaDot, and Mica-Z
nodes [34, 57]), the iMote [31], the three generations of BTnodes [22, 73, 123],
Smart-Its [124], Particle nodes [35], and many others. A survey of sensor nodes
can be found in [14]. Later in this chapter we present some COTS sensor-node
designs in greater detail, such as the BTnode, which has been co-developed by
the author.

Sensor-Node Systems-on-a-Chip

Research groups have recently pursued the development of entire sensor-node
systems-on-a-chip (SOC). Such designs integrate most (if not all) sensor-node
subsystems on a single die or multiple dies in one package. This includes mi-
crocontrollers and memories but also novel sensor designs as well as wireless
receivers and transmitters. Also, chip designs have been theorized that include
their own power supply, such as micro fuel cells or batteries deposited onto the
actual chip. A summary of current and potential power sources and technolo-
gies for sensor nodes can be found in [99].

With their high integration levels, SOC designs usually consume less power,
cost less, and are more reliable compared to multi-chip systems. With fewer
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chips in the system, assembly cost as well as size are cut with the reduction in
wiring overhead.

Sensor-node SOC developments are still in their early stages and have yet
to be tested in field experiments. Only very few prototypes exist today. The
integration level of sensor-nodes SOCs promise very-low power consumption,
and very small size. The single chip design could also facilitate the easy and
effective packaging. Examples of sensor-node SOCs are Smart Dust [68, 119,
120], the Spec Mote [60], and SNAP [39, 66].

2.3.2 Sensor-Node Components

Processors

Sensor node designs (both, COTS and SOC) typically feature a reprogrammable
low-power 8-bit RISC microcontroller as their main processor. Operating at
speeds of a few MIPS, it typically controls the sensors and actuators, monitors
system resources, such as the remaining battery power as well as running a cus-
tom application. The microcontroller may also have to control a simplistic RF
radio, however, more sophisticated radio transceivers include their own embed-
ded processor for signal processing. Some applications depend on near real-time
signal processing or complex cryptographic operations. Since the computational
power of 8-bit microcontrollers is often too limited to perform such tasks, some
sensor nodes designs use 16 or even 32-bit microcontroller, or they include ad-
ditional ASICs, DSPs, or FPGAs.

However, more processing power only comes at a significant monetary price.
While today 8-bit microcontrollers are about 50 US cents in very high volume
(millions of parts), low-end 32-bit microcontrollers are already $ 5-7 US [103].
Pricing is particularly important for applications where the nodes are dispos-
able and/or are deployed in high volumes. Though is can be safely expected
that prices will decrease further driven by Moore’s Law (to as low as $ 1 US
for low-end 32-bit microcontrollers [33] in 2007), less powerful processor archi-
tectures will always be cheaper because they require to integrate less gates (i.e.,
transistors).

Memories

Sensor nodes are typically based on microcontrollers, which typically have a
Harvard architecture, that is, they have separate memories for data and instruc-
tions. Most modern microcontroller designs feature integrated data and instruc-
tion memories, but do not have a memory management unit (MMU) and thus
cannot enforce memory protection. Some sensor-node designs add external data
memory or non-volatile memory, such as FLASH-ROM.

Microcontrollers used in COTS sensor nodes include between 8 and
512 Kbytes of non-volatile program memory (typically FLASH memory) and
up to 4 Kbytes of volatile SRAM. Some additionally provide up to 4 Kbytes of
non-volatile general-purpose memory, such as EEPROM. To perform memory-
intensive algorithms, some designs add external data memories. The address
bus of 8-bit microcontrollers is typically only 16-bit wide, allowing to address
only 64 Kbytes. Therefore the entire data memory (including heap, static data
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segment, and runtime stack) is constrained to this amount. The few designs
with a larger memories space, organize their data memory into multiple pages
of 64 Kbytes. Then one page serves as runtime memory (which holds the run-
time stack and program variables) while the others can be used as unstructured
data buffers. Current SOC designs typically feature RAM in the order of a few
Kbytes.

Memory occupies a significant fraction of the chip real-estate. Since the die
area is a dominating cost factor in chip design, memories contribute signifi-
cantly to sensor-node costs. This is true for COTS microcontroller designs as
well as custom-designed sensor-node SOCs. For example, 3 Kbytes of RAM of
the Spec sensor-node SOC occupy 20-30% of the total die area of 1mm2, not in-
cluding the memory controller [60]. For comparison: the analog RF transmitter
circuitry in the Spec mote requires approximately the same area as one Kbyte of
SRAM, as can bee seen in Fig. 2.1 (a). In general, FLASH memory has a signifi-
cant density advantage over SRAM. Modern FLASH technology produces stor-
age densities higher than 150 Kbytes per square millimeter against the record of
60 Kbytes per square millimeter for optimized SRAM dedicated to performing
specific functions [60]. Fig. 2.1 (b) shows a comparison of the occupied die sizes
for 60 Kbytes of FLASH memory against 4 byte of SRAM in a commercial 8-bit
microcontroller design.

Unpaged RAM beyond 64 Kbytes also requires an address bus larger than the
standard 16-bit (and potentionally memory-management units), which results
in a disproportional increase in system complexity. Because of the aforemen-
tioned reasons we expect that even in the future a significant amount of all cost
and size constrained sensor nodes (which we belive will be a significant amount
of all sensor nodes) will not posses data memories exceeding 64 Kbytes.

Wireless Communication Subsystems

Common to all wireless sensor networks is that they communicate wirelessly.
For wireless communication among the nodes of the network, most sensor net-
works employ radio frequency (RF) communication, although light and sound
have also been utilized as physical communication medium.

Radio Frequency Communication. RF communication has some desirable prop-
erties for wireless sensor networks. For example, RF communication does not
require a line of sight between communication partners. The omnidirectional
propagation of radio waves from the sender’s antenna is frequently used to im-
plement a local broadcast communication scheme, where nodes communicate
with other nodes in their vicinity. The downside of omnidirectional propaga-
tion is, however, that the signal is diminished as its energy spreads geometrically
(known as free space loss).

Various wireless transceivers have been used in sensor-node designs. Some
transceivers provide an interface for adjusting the transmit power, which gives
coarse-grained control over the transmission radius, if the radio propagation
characteristics are known. Very simple RF transceivers, such as the TR 1000
from RF Monolithics, Inc merely provide modulation and demodulation of bits
on the physical medium (the “Ether”). Bit-level timing while sending bit strings
as well as timing recovery when receiving has to be performed by a host proces-
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(a) Die layout of the Spec sensor-node
SOC (8-bit RISC microcontroller core)
with 3 Kbytes of memory (6 banks of
512 byte each) and a 900 MHz RF trans-
mitter [60].
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(b) Die layout of a commercial 8-bit
microcontroller (HCS08 core from
Freescale Semiconductors) with
4 Kbytes of RAM and 60 Kbytes of
FLASH memory [103].

Figure 2.1: Die layouts of 8-bit microcontrollers. Memory occupies a significant
fraction of the chip real-estate.

sor. Since the Ether is shared between multiple nodes and the radio has a fixed
transmission frequency, it effectively provides a single broadcast channel. Such
radios allow to implement the entire network stack (excluding the physical layer
but including framing, flow control, error detection, medium access, etc.) ac-
cording to application needs. However, the required bit-level signal processing
can be quite complex and occupy a significant part of the available computing
resources of the central processor. Such a radio was used in the early Berkeley
Mote designs [57, 59].

More sophisticated radios, such as the CC1000 from Chipcon AS used in more
recent Berkeley Mote designs, provide modulation schemes that are more re-
silient to transmission errors in noisy environments. Additionally, they provide
a software controllable frequency selection during operation.

Finally, the most sophisticated radio transceivers used in sensor nodes, such
as radio modules compliant to the Bluetooth and IEEE 802.15.4 standards, can
be characterized as RF data modems. These radio modules implement the MAC
layer and provide its functionality through a standardized interface to the node’s
main processor. In Bluetooth, for example, the physical transport layer for inter-
face between radio and host CPU (the so-called Host Controller Interface, HCI)
is defined for UART, RS-232, and USB. This allows to operate the Bluetooth mod-
ule as an add-on peripheral to the node’s main CPU. The BTnode, iMote, and
Mica-Z sensor nodes, for example, use such RF data modems.

Some node designs provide multiple radio interfaces, typically with different
characteristics. An example is the BTnode [123], which provides two short-range
radios. One is a low-power, low-bandwidth radio, while the other one is a high-
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power but also high-bandwidth Bluetooth radio. The ZebraNet [67] sensor node
deploys a short-range and a long-range radio.

Optical Communication. Light as a communication medium has radically dif-
ferent characteristics. One significant drawback is that because of the mostly
directional propagation of light, optical communication requires a line of sight.
Also, ambient light can interfere with the signal and may lead to poor link qual-
ity. Therefore optical communication may be suitable only for specific appli-
cations. However, it has several benefits over RF communication. Because of
lower path loss it is more suitable for long-range communications. Also, light
signals do not require sophisticated modulation and demodulation, thus opti-
cal transceivers can be realized with less chip complexity and are more energy
efficient compared to radio transceivers. Also, they can be built very small.

At the University of California at Berkeley, the Smart Dust [68, 120] project
examines the use of laser light for communication in their Smart Dust sensor
nodes. The project aims to explore the limits of sensor-node miniaturization by
packing all required subsystems (including sensors, power supply, and wireless
communication) into a 1 mm3 node (see Fig. 2.2 for a conceptual diagram). Op-
tical communication has been chosen to avoid the comparatively large dimen-
sions for antennas. A receiver for optical signals basically consists of a simple
photodiode. It allows the reception of data modulated onto a laser beam emit-
ted by another node or a base station transceiver (BST). For data transmissions,
two schemes are being explored in Smart Dust: active and passive transmission.
For active transmission, the sensor node generatesr a lase beam with a laser
diode. The beam is then modulated using a MEMS steerable mirror. For passive
transmission, the node modulates an unmodulated laser beam with a so-called
corner-cube retroreflector (CCR). The CCR is a MEMS structure of perpendic-
ular mirrors, one of which is deflectable. Incident light is reflected back to the
light source, unless deflected. Several prototypes of the optical transceiver sys-
tem and entire Smart Dust sensor nodes have been built. We will present one of
them in the following section.

Sensors, Sensor Boards and Sensor Interface

Application-specific sensor-node designs typically include all or most sensors.
General-purpose nodes, on the other hand, include only few or no sensors at
all, but provide a versatile external interface instead. This approach is beneficial
since the required sensor configurations strongly depend on the target applica-
tion. The external interface allows to attach various sensors or actuators directly
or to attach a preconfigured sensor board. The sensors most commonly found in
sensor node and sensor board designs are for visible light, infrared, audio, pres-
sure, temperature, acceleration, position (e.g., GPS). Less typical sensor types
include hygrometers, barometers, magnetometers, oxygen saturation sensors,
and heart-rate sensors. Simple analog sensors are sampled by the processor via
an analog-to-digital converter (ADC). More sophisticated sensors have digital
interfaces, such as serial ports (e.g., USARTs) or bus systems (e.g., I2C). Over
this digital interface a proprietary application protocol is run for sensor config-
uration, calibration and sampling. The processor of the sensor node typically
implements these protocols in software. Actuators found in WSN include LEDs,
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Figure 2.2: Smart Dust conceptual diagram (from [119]).

buzzers, and small speakers.

2.3.3 Selected Sensor-Node Hardware Platforms

Today there are a number of sensor nodes available for use in WSN research and
development. Some designs have been commercialized and are available even
in large numbers. Others designs have been used in limited numbers only in re-
search projects. Still other designs are alpha versions with just a few prototypes
built or which exist only in hardware simulators.

Depending on their intended application scenarios, sensor nodes have to meet
vastly different (physical) application requirements, like sensor configurations
and durability. However, we focus mainly on the characteristics that are rel-
evant for developing and running software. In the following we present a few
selected sensor nodes which represent various design points and different stages
of maturity. An overview of available sensor node platforms can be found in [58]
and in [111].

BTnodes

The BTnode is an autonomous wireless communication and computing plat-
form based on a Bluetooth radio module and a microcontroller. The design has
undergone two major revisions from the initial prototype. The latest generation
uses a new Bluetooth subsystem and adds a second low-power radio, which is
identical to those used in Berkeley Motes (see below). For a detailed description
of all generations of BTnodes refer to [20].
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Figure 2.3: The BTnode rev2 system overview shows the sensor node’s four
main components: radio, microcontroller, external memory, and
power supply. Peripherals, such as sensors, can be attached through
the versatile general-purpose interfaces.

BTnodes have no integrated sensors, since individual sensor configurations
are typically required depending on the application (see Fig. 2.3). Instead, with
its many general-purpose interfaces, the BTnode can be used with various pe-
ripherals, such as sensors, but also actuators, DSPs, serial devices (like GPS re-
ceivers, RFID readers, etc.), and user interface components. An interesting prop-
erty of this platform is its small form factor of 6x4 cm while still maintaining a
standard wireless interface.

4 cm

6 
cm

Figure 2.4: The BTnode rev2 hardware features a Bluetooth module, antenna,
LEDs, and power as well as interface connectors on the front (left),
and an 8-bit microcontroller and external memory on the back (right).

The second revision of the BTnode hardware (see Fig. 2.4) is built around an
Atmel ATmega128L microcontroller with on-chip memory and peripherals. The
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microcontroller features an 8-bit RISC core delivering up to 8 MIPS at a maxi-
mum of 8 MHz. The on-chip memory consists of 128 kbytes of in-system pro-
grammable Flash memory, 4 kbytes of SRAM, and 4 kbytes of EEPROM. There
are several integrated peripherals: a JTAG interface for debugging, timers, coun-
ters, pulse-width modulation, 10-bit analog-digital converter, I2C bus, and two
hardware UARTs. An external low-power SRAM adds an additional 240 kbytes
of data memory to the BTnode system. A real-time clock is driven by an exter-
nal quartz oscillator to support timing updates while the device is in low-power
sleep mode. The system clock is generated from an external 7.3728 MHz crystal
oscillator.

An Ericsson Bluetooth module is connected to one of the serial ports of the
microcontroller using a detachable module carrier, and to a planar inverted F
antenna (PIFA) that is integrated into the circuit board.

Four LEDs are integrated, mostly for the convenience of debugging and mon-
itoring. One analog line is connected to the battery input and allows to monitor
the battery status. Connectors that carry both power and signal lines are pro-
vided and can be used to add external peripherals, such as sensors and actua-
tors.

Berkeley Motes

An entire family of sensor nodes, commonly referred to as Berkeley Motes or
motes for short, has been developed out of a research project at the University
of California at Berkeley [61]. Berkeley Motes run the very popular TinyOS op-
erating system. These were the first sensor nodes to be successfully marketed
commercially. They are manufactured and marketed by a third-party manu-
facturer, Crossbow [34]. Crossbow also offers development kits and training
services beyond the mere sensor devices. Because of the early availability of the
hardware and because of the well maintained and documented TinyOS oper-
ating system, many applications have been realized on Berkeley Motes. They
have a very active user base and are often referred to as the de facto standard
platform for sensor networks.

The various members of the Berkeley Mote family (known as Mica, Mica2,
Mica2Dot, Micaz, and Cricket) offer varying radio and sensor configurations at
different sizes. Like the BTnode, they all feature an Atmel ATmega128L 8-bit mi-
crocontroller and allow to connect different sensor boards. Unlike the BTnode,
however, they have no external SRAM but instead offer 512 Kbyte of nonvolatile
memory. All Berkeley motes posses simple wireless radios with synchronous bit
or packet interfaces, which require intensive real-time processing on the node’s
CPU.

Smart Dust

The Smart Dust project [120] aims to explore the limits of sensor-node minia-
turization by packing all required subsystems (including sensors, power supply,
and wireless communication) into a 1 mm3 node. The applications of such nodes
are massively distributed sensor networks, such as military defense networks
that could be rapidly deployed by unmanned aerial vehicles, and networks for
environmental monitoring.
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In 2002, a 16 mm3 solar-powered prototype with bidirectional optical commu-
nication has been demonstrated in [119] (see Fig. 2.2). The system consists of
three dice, which can be integrated into a single package of 16 mm3. A 2.6 mm2

die contains the solar-cell array, which allows the node to function at light levels
of approximately one sun. The second die contains a four-quadrant corner-cube
retroreflector (CCR), allowing it to be used in a one-to-many network config-
uration, as discussed previously. The core of the system is a 0.25 mm2 CMOS
ASIC containing the controller, optical receiver, ADC, photo sensor, and oscilla-
tor. This die is depicted in Fig. 2.6.

The prototype node is not programmable, but is instead operated with a 13-
state finite state machine in hardware. The demonstrated node performs a fixed
schedule of operations. First it toggles between sensors and initiates ADC con-
version. When the conversion is complete the result is passed serially to the
CCR for optical transmission. Next, the most recent byte received by the op-
tical transceiver is echoed. Upon the completion of the transmission the cycle
repeats.

The presented Smart Dust node is a prototype with many features of an ac-
tual sensor node still missing or none-functional in a realistic environment. The
solar cells do not provide enough energy to run the node in less then optimal cir-
cumstances. The light required for powering the node interferes with the optical
communication. It has no packaging, so the actual node would be significantly
bigger. An acceleration sensor was initially intended to be included into the de-
sign but could not due to problems with the final processing steps. Finally, the
node is not programmable and thus lacks the flexibility for customization. A
programmable node would occupy significantly more die space to host the pro-
grammable controller as well as data and program memories (which it currently
lacks).

On the other hand, the presented node has shown to some degree what can be
expected in the not-too-far future. Future motes are expected to be yet smaller
through higher levels of integration, have more functionality by means of fully
programmable controllers, and incorporate more types of sensors. A new devel-
opment process has already been theorized (and partially tested successfully)
which will yield a 6.6 mm3 node with only two dice.

SNAP

The sensor network asynchronous processor (SNAP) [39, 66] is a novel processor
architecture designed specifically for use in low-power wireless sensor-network
nodes. The design goals are low power consumption and hardware support for
the predominant event-driven programming model, which is used in TinyOS
and the BTnode system software.

The processor has not yet been built but low-level simulation results of the
processor core exist. SNAP is based on 16-bit RISC core with an extremely
low-power idle state and very low wakeup response latency. The processor in-
struction set is optimized to support event scheduling, pseudo-random num-
ber generation, bit-field operations, and radio/sensor interfaces. SNAP has a
hardware event queue and event coprocessors, which allow the processor to
avoid the overhead of event buffering in the operating system software (such as
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Figure 2.5: A partially functional Smart Dust prototype-node with a circum-
scribed volume of 16 mm3 as presented in [119].
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Figure 2.6: Die layout of the Smart Dust prototype presented in [119]. The detail
shown is 1mm x 330um.

task schedulers and external interrupt servicing). The SNAP processor runs of a
0.6V power supply consuming about 24pJ per instruction at 28 MIPS. It features
4 Kbyte of program memory and another 4 Kbyte of data memory.

2.4 Embedded Systems

Wireless sensor nodes have been considered to be a subclass of embedded sys-
tems, namely networked embedded systems (see, for example, [4, 20, 32, 45, 57,
89]). In this section we will present general embedded-systems characteristics
and relate them to those of wireless sensor nodes.

2.4.1 Characteristics of Embedded Systems

Unlike general-purpose computers, embedded systems are special-purpose
computers engineered to perform one or a few predefined tasks. They are typ-
ically embedded into a larger device or machine, hence the name. Typical pur-
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poses of embedded systems are monitoring or controlling the devices they are
embedded in, performing computational operations on behalf of them, as well
as providing interfaces to other systems, the environment (through sensors and
actuators), and users. Often multiple embedded systems are networked, such as
in automobiles and aircrafts.

2.4.2 Diversity of Embedded Systems

Embedded systems are very diverse, both in their application domains as
well as in their requirements. Examples of embedded-system applications are
industrial-machine controllers, cruise-controls and airbag controllers in automo-
biles, medical equipment, digital video and still cameras, controllers in washing-
machines and other household appliances, fly-by-wire systems, vending ma-
chines, toys, and sensing (typically wired) monitoring systems. Depending on
the application domain, embedded systems can have very diverse requirements,
such as high reliability (e.g., in medical systems), high-performance data pro-
cessing (e.g., image processing in cameras), low cost (e.g., in commodity devices
such as remote controls), and real-time behavior (e.g., in fly-by-wire systems and
airbag controllers). In fact, there does not seem to be a single set of requirements
applicable to all variants of embedded systems. For example, a digital-camera
controller typically requires high performance at a very low cost and low power
consumption. In contrast, medical systems require high reliability and real-time
behavior while performance, low cost, and low power consumption may not be
an issue.

2.4.3 Wireless Sensor Nodes

Sensor nodes have also been considered embedded systems. Though there are
some differences to traditional embedded systems, they also share many char-
acteristics and use very similar technology. The two most obvious differences
are that firstly, sensor nodes are typically not embedded into other machines
or devices but are autonomous and self contained. And secondly, traditional
distributed embedded systems typically use wired communication as it is more
reliable.

Apart from that, sensor nodes perform tasks similar to embedded systems and
have similar characteristics. Just like embedded systems, sensor nodes perform
various monitoring and control tasks and often perform significant data pro-
cessing. Sensor nodes also provide interfaces (to other nodes and the backend
for tasking), typically through the air interface. As we have argued in Sect. 3.1,
most applications of wireless sensor nodes do share a common set of require-
ments, probably the most important of which are resource-efficiency, reliability,
and reactivity.

2.5 Summary and Outlook

In this chapter we have presented various applications of WSNs and their re-
quirements on a technical hard and software solution. Often the size and cost



2.5. Summary and Outlook 29

constrains of sensor nodes preclude the use of powerful energy supplies. To en-
sure adequate sensor-network lifetimes it is often necessary to strictly confine
the nodes’ energy consumption. As a consequence of these three restrictions
(cost, size, and energy consumption), most modern sensor nodes are highly in-
tegrated and posses very little resources. Typical configurations feature 8-bit mi-
crocontrollers running at speeds of a few MIPS, tenths of kilobytes of program
memory, and a few kilobytes of data memory. Though not all WSN applications
necessitate such highly resource-constrained nodes, many indeed do.

The resources provisions of such integrated devices are very different com-
pared to traditional computing systems. Also, they are used in a fundamentally
different manner. WSNs are in close interaction with the environment, they are
self-organized and operate without human intervention rather than relying on
a fixed background infrastructure configured by system administrators. These
characteristics pose new challenges on all levels of the traditional software stack.

New resource-efficient and fault-tolerant algorithms and protocols need to
be developed. Classical middleware concepts need to be reconsidered in or-
der to allow the utilization of application knowledge. New operating systems
are required to economically manage the limited sensor-node resources while
incurring as little resource overhead as possible themselves. Traditional oper-
ating system abstractions (such as processor sharing and dynamic and virtual
memory management), which rely on hardware components of classical ma-
chine architectures (like memory management units and secondary storage) can
not be easily used in sensor networks. This also requires revisiting the basic
application-programming models and abstractions, such as tasks and inter-task
communication. In the next chapter we will present the state-of-the-art in pro-
gramming models and runtime environments for wireless sensor networks.
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3 Programming and Runtime
Environments

Developing a sensor network application typically requires to program individ-
ual sensor nodes. Today, programming of individual sensor nodes is mostly
performed by programmers directly. Even though research has made much
progress in distributed middleware and high-level configuration languages for
sensor nodes, typically most of the application code still has to be specified by
the hand of a programmer.

To support application programming, several programming frameworks ex-
ist for sensor nodes. Programming frameworks provide a standard structure
to develop application programs, typically for a specific application domain,
for example, Graphical User Interface programming, or, in our case, sensor-
node programming. Programming frameworks for sensor nodes consist of a
runtime environment with reusable code and software components, program-
ming languages, and software tools to create and debug executable programs
(see Fig. 3.1). The conceptual foundation of a programming framework is a pro-
gramming model. The programming model defines the conceptual elements in
which programmers think and structure their programs. These elements are
operating-system abstractions (such as threads, processes, dynamic memory,
etc.) and language abstractions (such as functions, variables, arguments and
return parameters of procedural programming languages). Other elements are
abstractions for frequently used (data) objects (such as files, network connec-
tions, tracking targets, etc.), as well as convenient operations and algorithms on
those objects.

Programs specified based on high-level programming models, however, do
not directly execute on the sensor-nodes hardware. Rather, they require a soft-
ware layer to provide them with a runtime environment. That runtime environ-
ment bridges the gap between the high-level programming model and the low-
level execution model of the processor. It typically consists of middleware com-
ponents, code libraries, OS system calls, and compiler-generated code, which
together provide the implementations of the model’s abstractions. Naturally, a
programming model with more and more expressive abstractions will require
more support from the runtime environment.

The explicit goal of traditional computing systems is to accommodate a wide va-
riety of applications from different domains. Therefore, they typically provide a
“thick” and powerful system software that supports rich programming models
and many abstractions. From this variety, application designers can (and must)
choose a model that suits their applications needs best. Sensor-node platforms,
however, are often subjected to severe resource constraints. Therefore they can
afford only a thin system software layer and can thus offer only a limited pro-
gramming model. The designers of programming frameworks for sensor-node
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Figure 3.1: Programming frameworks for sensor nodes consist of reusable code
and software components, programming languages, software tools
to create and debug executable programs.

platforms must make an a priori decision which models, abstractions, and sys-
tem services to support. They are faced with the dilemma to provide an expres-
sive enough programming model without imposing too heavy a burden on the
scarce system resources. Resources spent for the system software are no longer
available to application programmers.

In this chapter we will review state-of-the-art programming models and the
programming abstractions supported in current system software for sensor
nodes. We start by presenting basic requirements that must be met by the sys-
tem software and application programs alike in Sect. 3.1. Then, in Sect. 3.2,
we present the three basic programming models that have been proposed for
sensor-node programming, that is, the event-driven model, the multi-threaded
model, and the control loop. We continue our discussion with Sections 3.3
and 3.4 on dynamic memory management and on process models, respectively.
Based on our initial requirements (from Sect. 3.1) we analyze these programming
models and abstractions with respect to the runtime support they necessitate.
Finally, in Sect. 3.4, we summarize state-of-the-art programming frameworks
(most of which we have introduced in the previous sections already in order to
highlight certain aspects) and present in greater detail two programming frame-
works, which represent variations of the basic event-driven model.

3.1 System Requirements

In the last chapter we have discussed the unique characteristics of sensor net-
works. These characteristics result in a unique combination of constraints and
requirements that significantly influence the software running on sensor nodes.
But this influence is not limited to the choice of application algorithms and data
structures. The nodes’ system software, that is, the operating system and other
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software to support the operation of the sensor node, is affected as well. In this
section we present three main requirements of WSN software. While this is not
a comprehensive list of topics, it does identify the most important topics with
regard to sensor-node programming.

3.1.1 Resource Efficiency

A crucial requirement for all WSN programs is the efficient utilization of the
available resources, for example, energy, computing power, and data storage.
Since all sensor nodes are untethered by definition, they typically rely on the
finite energy reserves from a battery. This energy reserve is the limiting factor of
the lifetime of a sensor node. Also, many sensor-node designs are severely con-
strained in fundamental computing resources, such as data memory and proces-
sor speeds. Sensor nodes typically lack some of the system resources typically
found in traditional computing systems, such as secondary storage or arithmetic
co-processors. This is particularly the case for nodes used in applications that
require mass deployments of unobtrusive sensor nodes, as these applications
prompt small and low-cost sensor-node designs.

In addition to energy-aware hardware design, the node’s system software
must use the available memory efficiently and must avoid CPU-cycle intense
operations, such as copying large amounts of memory or using floating-point
arithmetic. Various software-design principles to save energy have been pro-
posed [41]. On the algorithmic level, localized algorithms are distributed algo-
rithms that achieve a global goal by communicating with nodes in a close neigh-
borhood only. Such algorithms can conserve energy by reducing the number
and range of radio messages sent. Adaptive fidelity algorithms allow to trade
the quality of the sensing result against resource usage. For example, energy can
be saved by reducing the sampling rate of a sensor and therefore increasing the
periods where it can be switched off.

Resource constraints clearly limit the tasks that can be performed on a node.
For example, the computing and memory resources of sensor nodes are often too
limited to perform typical signal processing tasks like FFT and signal correlation.
Hence, clustered architectures were suggested (e.g., [117]), where the cluster-
heads are equipped with more computing and memory resources leading to
heterogeneous sensor networks.

Resource constraints also greatly affect operating system and language fea-
tures for sensor nodes. The lack of secondary storage systems precludes virtual-
memory architectures. Also, instead of deploying strictly layered software ar-
chitectures, designers of system software often choose cross-layer designs to op-
timize resource efficiency. Programming frameworks for sensor nodes should
support application designers to specify resource efficient and power-aware pro-
grams.

3.1.2 Reliability

Wireless sensor networks are typically deployed in remote locations. As soft-
ware failures are expensive or impossible to fix, high reliability is critical. There-
fore, algorithms have been proposed that are tolerant to single node and net-



34 Chapter 3. Programming and Runtime Environments

work failures. However, immanent bugs in the nodes’ system software may
lead to system crashes that may render an entire WSN useless. Particularly if
many or all nodes of the network run identical software or if cluster heads are
affected, the network may not recover.

Programming frameworks for sensor nodes should support application de-
signers in the specification of reliable and, if possible, verifiable programs. Some
of the standard programming mechanisms, like dynamic memory management
and multi-threading, are known to be hard to handle and error prone. Therefore
some programming frameworks deliberately choose not to offer these services
to the application programmer.

3.1.3 Reactivity

The main application of WSNs is monitoring the real world. Therefore sensor
nodes need to be able to detect events in the physical environment and to re-
act to them appropriately. Also, due to the tight collaboration of the multiple
nodes of a WSN, nodes need to react to network messages from other nodes.
Finally, sensor nodes need to be able to react to a variety of internal events, such
as timeouts from the real-time clock, interrupts generated by sensors, or low
battery indications.

In many respects sensor nodes are reactive systems. Reactive systems are com-
puter systems that are mainly driven by events. Their progress as a computer
system depends on external and internal events, which may occur unpredictably
and unexpectedly at any time, in almost any order, and at any rate. Indeed, the
philosophy of sensor-node programming frameworks mandates that computa-
tions are only performed in reaction to events and that the node remains in sleep
mode otherwise in order to conserve power.

On the occurrence of events, wireless sensor nodes react by performing com-
putations or by sending back stimuli, for example, through actuators or by send-
ing radio messages. Sensor nodes need to be able to react to all events, no mat-
ter when and in which order they occur. Typically reactions to events must be
prompt, that is, they must not be delayed arbitrarily. The reactions to events
may also have real-time requirements. Since the handling of events is one of
the main tasks of a sensor node, programming frameworks for sensor nodes
should provide expressive abstractions for the specification of events and their
reactions.

3.2 Programming Models

Sensor nodes are reactive systems. Programs follow a seemingly simple pat-
tern: they remain in sleep mode until some event occurs, on which they weak
up to react by performing a short computation, only to return to sleep mode
again. Three programming models have been proposed to support this pat-
tern while meeting the requirements specified previously. These models are
the event-driven model, the multi-threaded model, and the control-loop model.
The event-driven model is based on the event-action paradigm, while the multi-
threaded model and the control loop are based on polling for events (in a block-
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ing and non-blocking fashion, respectively).

3.2.1 Overview

In the control-loop model there is only a single flow of control, namely the control
loop. In this loop, application programmers must repeatedly poll for the events
that they are interested in and handle them on their detection. Polling has to be
non-bocking in order not to bring the entire program to a halt while waiting for
a specific event to occur. Then, the computational reaction to an event must be
short in order not to excessively delay the handling of next events.

In the multi-threaded model, programmers also poll for events and handle them
on detection. However, polling can be blocking since programs have several
threads with individual flows of control. For the same reason the duration of
a computational reaction is not bounded. When one thread is blocking or per-
forming long computations, the operating system takes care of scheduling other
threads concurrently, that is, by sharing the processor in time multiplex.

In the event-driven model the system software remains the program’s control
flow and only passes it shortly to applications to handle events. The system
software is responsible to detect the occurrence of an event and then to “call
back” a specific event-handling function in the application code. These func-
tions are called actions (or event handlers). They are the basic elements of which
applications are composed of. Only within these actions do applications have
a sequential flow. The scheduling of actions, however, is dictated by the occur-
rence of events.

These models differ significantly in their expressiveness, that is, the support
they provide to a programmer. They also require different levels of support
from the runtime environment and thus the amount of system resources that are
allocated for the system software. In the following we will analyze these three
models regarding their expressiveness and inherent resource consumption.

3.2.2 The Control Loop

Some sensor-node platforms (such as the Embedded Wireless Module nodes de-
scribed in [97] and early versions of Smart-Its nodes [124]) provide program-
ming support only as a thin software layer of drivers between the hardware
and the application code. Particularly, these systems typically do not provide a
programming abstraction for event-handling or concurrency, such as actions or
threads. Rather they only provide a single flow of control.

In order to guarantee that a single-threaded program can handle and re-
mains reactive to all events, the program must not block to wait for any sin-
gle event. Instead, programmers typically poll for the occurrence of events in
a non-blocking fashion. Among experienced programmers it is an established
programming pattern to group all polling operations in a single loop, the so-
called control loop. (In this respect the control-loop model is much more a pro-
gramming pattern or approach for sensor nodes–or, more generally, for reactive
systems–rather than a programming model with explicitly supported abstrac-
tions.) The control loop is an endless loop, which continuously polls for the
occurrence of events in a non-blocking fashion. If the occurrence of an event
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has been detected, the control loop invokes a function handling the event. For
optimizations actual programs often depart from this pattern. The pseudo-code
in Prog. 3.1 depicts the principle of a control loop.

Program 3.1: A simple control loop.

1 while( true ) { // control loop, runs forever
2 if( status_event_1 ) then event_handler_1();
3 if( status_event_2 ) then event_handler_2();
4 //...
5 if( status_event_n ) then event_handler_n();
6 }

Programming frameworks supporting a control loop as their main approach
to reactive programming have several benefits. Firstly, they require no concur-
rency and event-handling support from an underlying runtime system, such as
context switches or event queuing and dispatching. The only support required
are drivers that allow to check the status of a device in a non-blocking fashion.
Therefore, their runtime environments are very lean. Secondly, programmers
have full control over how and when events are handled. The entire control
flow of the program is exclusively managed by application programmers and
can thus be highly optimized.

On the other hand, the control-loop approach does not enforce a particular pro-
gramming style. Programmers carry the burden to implement event detection
(i.e., polling operations), queuing and dispatching without being guided along a
well approved and established path. This burden can be hard to master even for
expert programmers. Particularly when event detection and event handling are
not clearly separated in a control loop, the model’s high flexibility can lead to
code that is very unstructured and therefore hard to maintain and extend. Such
code typically depends on timing assumptions and is non-portable. Also, pro-
grammers are responsible for implementing sleep modes to avoid busy-waiting
when no events occur and need to be processed. Implementing sleep modes
is particularly troublesome when event detection and handling are not clearly
separated.

3.2.3 Event-driven Programming

The event-driven programming model can be seen as a conceptualization of the
control-loop approach. It does enforce the separation of event detection and
event dispatching by making the control loop an integral part of its runtime
environment. The event-driven model is the most popular programming model
for developing sensor-network applications today. Several programming frame-
works based on this model exist, for example, our BTnode system software [21],
but also the popular TinyOS and nesC [45], Contiki [37], SOS [52] and Maté [79].
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The Basic Programming Model

The event-driven model is based on two main abstractions: events and actions.
Events represent critical system conditions, such as expired timers, the reception
of a radio message, or sensor readouts. Events are typically typed to distinguish
different event classes and may contain parameters, for example, to carry associ-
ated event data. At runtime, the occurrence of an event can trigger the execution
of a computational action. Typically, there is a one-to-one association between
event types and actions. Then, an event-driven program consists of as many
actions as there are event types (see pseudo code in Prog. 3.2).

Actions are typically implemented as functions of a sequential programming
language. Actions always run to completion without being interrupted by other
actions. A so-called dispatcher manages the invocation of actions. Dispatchers
often use an event queue to hold unprocessed events. The internal implementa-
tion of dispatchers typically follows the control-loop approach.

Event-driven systems are typically implemented in a single flow of control.
(Indeed, in sensor networks they are often deployed just to avoid the overhead
of concurrent systems.) In order not to monopolize the CPU for any signifi-
cant time and thus allow other parts of the system to progress, actions need to
be non-blocking. Actions are expected to terminate in bounded time—typically
less than a few milliseconds, depending on the application’s real-time require-
ments and the system’s event-queue size. Therefore, at any point in the control
flow where an operation needs to wait for some event to occur (e.g., a reply
message or acknowledgment in a network protocol), the operation must be split
into two parts: a non-blocking operation request and an asynchronous comple-
tion event. The completion event then triggers another action, which continues
the operation.

Event-driven programs consist of actions, each of which is associated to an
event and which is invoked in response to the occurrence of that event. To
specify a program, programmers implement actions (typically as functions of
a sequential language). At system start time, control is passed to the dispatcher.
The control then remains with the system’s dispatcher and is only passed to
application-defined actions upon the occurrence of events. After the execution
of an action, control returns to the dispatcher again. Therefore, from the pro-
grammer’s point of view, applications consist of a number of distinct program
fragments (i.e., the actions). These fragments are not executed in a given sequen-
tial order, as functions of procedural languages would. Rather, these actions are
invoked in the order in which their associated events occur.

Discussion

The main strength of the event-based model is the enforcement of a well de-
fined and intuitive programming style which incurs only little overhead. The
event model is simple, yet nicely captures the reactive nature of sensor-network
applications. It enforces the by sensor-network experts commonly promoted
programming pattern, in which short computations should only be triggered by
events. Compared to the control-loop approach, programs in the event-driven
model are clearly structured into a few well-defined actions. Furthermore, pro-
grammers must not concern themselves with sleep modes, as they are typically
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Program 3.2: The general structure of an event-driven program.

1 void main() {
2 // initialize dispatcher, runs forever
3 start_dispatcher();
4 // not reached
5 }
6 void event_handler_1( EventData data ) { // associated with event_1
7 // initialize local variables
8 process( data ); // process event data
9 }

10 void event_handler_2() { ... } // associated with event_2
11 ...

provided as basic service of the system software’s dispatcher.
Supporting events in the underlying system software incurs only very little

overhead. The system software must only provide basic services for event de-
tection, queuing, and dispatching. It has been shown in several prototypes that
these elements can be implemented very resource efficiently in software (see, for
example, [37, 52, 59, 73]). To further reduce resource and energy consumption,
much of the model’s runtime system can be implemented in hardware, as has
been shown in the SNAP processor architecture [39, 66]. Event-driven applica-
tion programs can thus run in very lightweight execution environments.

As a consequence, in the context of sensor networks, event-based systems are
very popular with several programming frameworks in existence. Today, these
frameworks are supported by a large user base, most notably TinyOS. Hence,
many programmers are used to think in terms of events and actions and find it
natural to structure their programs according to this paradigm.

3.2.4 Multi-Threaded Programming

The multi-tasking model embodies another view on application programming.
The multi-threading programming model focuses on describing application pro-
grams as a set of concurrent program fragments (called threads), each of which
has its own context and control flow. Each thread executes a sequential program,
which may be interrupted by other threads. Since wireless sensor nodes are typ-
ically single-processor systems, concurrency is only a descriptive facility. On the
node’s processor, concurrent threads are scheduled sequentially. All threads of
a program share resources, such as memory. Shared memory is typically used
for inter-thread communication.

The Basic Programming Model

The multi-threaded programming model is convenient for programming reac-
tive sensor-node applications. Threads may block to await the occurrence of
certain events, for example, the reception of a radio message. A thread wait-
ing for a particular event becomes active again only after the occurrence of the
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event. Therefore, programmers can simply wait for the occurrence of particu-
lar events in a wait statement and handle the reaction to that event (in the same
computational context) when the statement returns (see Prog. 3.3). To handle
the different events that are of interest to an application, programmers typically
use several threads, one per event or group of related events. While a thread is
blocking, the operating system schedules other threads, which are not waiting.

Programmers need not worry about the reactivity of the program when a
thread blocks or when it performs long-running operations, as the rest of the ap-
plication remains reactive and continues to run. For this reason, graphical user
interfaces (GUIs) of PC applications are often implemented in their own thread.
In wireless sensor networks, threads are typically used to specify the subsystems
of a sensor node, such as network management, environmental monitoring, and
monitoring the node’s local resources. Programming loosely coupled parts of an
application as separate threads can increase the structure and modularity of the
program code.

In preemptive multi-threading systems, a thread of execution can be inter-
rupted and the control transferred to another thread at any time. Multiple
threads usually share data, thus requiring synchronization to manage their in-
teraction. Synchronization between threads must ensure deterministic access
to shared data, regardless how threads are actually scheduled, that is, how
their threads of execution are interleaved. Proper synchronization prevents
data inconsistencies when concurrent threads simultaneously modify and ac-
cess shared data. Synchronization is often implemented using semaphores or
by enforcing atomic execution (by disabling context switches).

Program 3.3: The structure of multi-threaded sensor-node program.

1 void main() {
2 // initialization of two threads
3 start( thread_1 );
4 start( thread_2 );
5 }
6 void thread_1() {
7 // initialization of local variables
8 event_data_t ev;
9 while( true ) { // do forever

10 waitfor( EV_1, ev ); // wait for event of type EV_1
11 process( ev.data ); // process event data
12 waitfor( EV_2, ev ); // wait for event of type EV_2
13 process( ev.data ); // process event data
14 // ...
15 }
16 }
17 void thread_2() { ... }
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System Requirements for Multi-Threading

Multi-threading requires operating-system level support for switching between
the contexts of different tasks at runtime. In a context switch, the currently run-
ning thread is suspended by the system software and another thread is selected
for execution. Then the context of the suspended thread must be saved to mem-
ory, so that it can be restored later. The context contains the program state as
well as the processor state, particularly any registers that the thread may be us-
ing (e.g., the program counter). The data-structure for holding the context of a
thread is called a switchframe. The system software must then load the switch-
frame of the thread to run next and resume its execution.

Multi-threading requires significant amounts of memory to store the switch-
frames of suspended threads. Also, in every context switch, data worth of two
switchframes is copied, from the registers to data memory and vice versa. For
slow and resource-constrained sensor nodes this means a significant investment
in memory as well as CPU cycles [36, 59].

For example, the Atmel ATmega 128 microcontroller, a microcontroller used in
several COTS sensor-node designs (e.g., Berkeley Motes, BTnodes, and others),
has 25 registers of 16 bit each. Therefore each context switch requires to copy
100 bytes of data only for saving and restoring the processor state. Experiments
on this microcontroller in [36] confirm that the context switching overhead of
multi-threaded programs is significant, particularly under high system load. A
test application run under high load (i.e., under a duty cycle of about only 30%)
on the multi-threaded Mantis operating system exhibited 6.9% less idle time
compared to a functionally equivalent application on the event-driven TinyOS.
(Before both operating systems had been ported to the same hardware platform).
The reduction in idle time and the associated increase in power consumption are
attributed to the switching overhead.

Additionally, each thread has its own state, which is stored by the runtime
stack. The runtime stack stores information about the hierarchy of functions
that are currently being executed. Particularly it contains the parameters of
functions, their local variables, and their return addresses. The complete per-
thread stack memory must be allocated when the thread is created. It cannot
be shared between concurrent threads. Because it is hard to analyze how much
stack space a thread needs exactly, runtime per-thread stacks are generally over-
provisioned. The consequence of under-dimensioned stacks are system crashes
at runtime.

The overhead of per-thread data-structures, that is, runtime stacks and switch-
frames, is often forgotten in evaluations of memory footprints of multi-threaded
sensor-node operating systems. However, this inevitable memory overhead can
consume large parts of the memory resources of constrained nodes (cf. [37]).

Reliability, Debugging, and Modularity Issues

Besides of its memory overhead, multi-threading has issues with reliability and
modularity. Programmers are responsible for synchronizing threads manually
using special synchronization primitives, which materializes as additional pro-
gram code. Proper synchronization requires a comprehensive understanding
of the data and timing dependencies of all interacting threads within a pro-



3.2. Programming Models 41

gram. Gaining this understanding becomes increasingly difficult in programs
with many and complex dependencies, particularly when multiple program-
mers are involved.

It is generally acknowledged that thread-synchronization is difficult, because
threads may interact with each other in unpredictable ways [30, 94]. Common
errors are data races and deadlocks. Data races occur because of missing thread
synchronization. However, also the overuse of synchronization primitives can
lead to errors, namely deadlocks, and execution delays. Particularly atomic sec-
tions in application programs can delay time critical operations within drivers
and lead to data loss. Such errors may break the application program as well as
even the most carefully crafted error-recovery mechanisms, rendering affected
sensor nodes useless in the field. Choi et al. [30] have found that programmers
that are new to multi-threading often overuse locking primitives.

On top of being error-prone, multi-threaded programs are also very hard to
debug. Often synchronization errors depend on the concrete timing character-
istics of a program [30]. Local modifications to the program code can expose
a previously undetected error in a different part of the code. In the case of an
error typically the exact timing history cannot be reproduced to aid in debug-
ging. These characteristics make tracking down and fixing errors painful and
time consuming.

Finally, multi-threading may also hinder program modularity. Threads typi-
cally communicate with shared data. Because of the synchronization required
for the protection of shared data, interacting threads are no longer independent
of each other. To reuse threads in a different program context or on a differ-
ent hardware platform programmers must understand their internals, such as
data dependencies and timings, and carefully integrate them into the new pro-
gram context. Therefore threads cannot be designed as independent modules
and have no well defined interfaces.

Discussion

Though threads are a powerful programming abstraction (and particularly more
powerful than the event/action abstraction of the event-driven model), its
power is rarely needed. Because of its reliability and modularity issues, it has
been suggested [94] that multi-threaded programming in general (i.e., even for
general purpose computing platforms) should only be used in the rare cases
when event-driven programming does not suffice. Particularly for programs
that have complex data dependencies, thread synchronization becomes too dif-
ficult to master for most programmers. On the contrary, due to the run-to-
completion semantics, synchronization is rarely an issue in event-driven pro-
gramming. Additionally, the event-driven model incurs less overhead.

As we will discuss in the next chapter, WSN applications typically have many
and complex data dependencies throughout all parts of the program. Because
of the severe reliability and modularity issues that are thus to be expected and
the high resource overhead, we believe that the multi-threaded programming
model is not suitable as the main programming model for particularly resource-
constrained sensor nodes. This belief concurs with the view of many sensor-
network system experts (cf. [59, 60] and others). Most notably the designers of
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the Contiki programming framework [37], which combines the multi-threaded
and event-driven programming model, suggest that threads should be used
only as a programmer’s last resort.

3.3 Memory Management

In general-purpose programming frameworks there are two basic mechanisms
to memory management, which are typically used both. Dynamic memory man-
agement provides programmers with a mechanism to allocate and release chunks
of memory at any point in the program during runtime. In the absence of dy-
namic memory management (i.e., with static memory management), chunks of
memory can only be allocated at compile time. These chunks can neither be re-
leased nor can their size be changed at runtime. Dynamic memory management
does not depend on a particular programming or process model (as discussed
in the next section)—it can be used in combination with any model.

The second mechanism for the allocation of (typed) data is automatic variables
(typically also called local variables). Automatic variables are tied to the scope of
a function in sequential languages and are typically allocated on the stack. When
the function ends, automatic variables are automatically released (i.e., without
the manual intervention of a programmer). Automatic variables are considered
an integral part of sequential (i.e., procedural) programming languages. They
are provided by all sensor-node programming frameworks based on procedural
languages known to us. On the other hand, dynamic memory management has
several implementation and reliability issues, which has lead to its exclusion in
many sensor-node software designs. In this section we will briefly discuss these
issues.

3.3.1 Resource Issues

Today, dynamic memory management (as provided, for example, by the tradi-
tional C-language API malloc() and free() ), is taken for granted by most
programmers. However, dynamic memory management is a major operating-
system service and requires thoughtful implementation. The memory allocation
algorithm must minimize the fragmentation of allocated memory chunks over
time but must also minimize the computational effort for maintaining the free-
memory list. Implementations of memory-allocation algorithms can constitute a
significant amount of the code of a sensor node’s system software. Also, the data
structures for managing dynamic memory can consume significant amounts of
memory by themselves, particularly if arbitrary allocation sizes are supported.

3.3.2 Reliability Concerns

In addition to the high cost of implementing dynamic memory management,
there are several reliability concerns. Typically coupled with virtual memory
and memory protection, dynamic memory management in traditional systems
relies on the support of a dedicated piece of hardware, the Memory Management
Unit (MMU). Since resource-constrained sensor nodes do not have a MMU, they
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do not support memory protection. Thus the private data of user applications
and the operating system cannot be protected mutually from erroneous write
access.

Besides a general susceptibility to memory leaks, null-pointer exceptions, and
dangling pointers, there is an increased concern to run out of memory. Due to
the lack of cheap, stable, fast, and power efficient secondary storage, non of the
sensor-node operating systems known to us provide virtual memory. Instead,
sensor-node programs have to rely on the limited physical memory available on
the node.

An application’s memory requirements need to be carefully crafted to under
no circumstances exceed the available memory (or to provide out-of-memory
error handlers with every memory allocation). However, crafting an applica-
tion’s memory requirements is considered impractical or at least very hard for
systems supporting concurrency and for large applications that grow over time
and which involve multiple developers. Concurrent programs and threads com-
pete for the available memory. It is hard to reason about the maximum memory
requirements of a program as that would require to test every single control path
through the application for memory allocations.

While memory leaks, null-pointer exceptions, and dangling pointers could be
possibly debugged with the help of specialized development tools, it should be
noted that there are no practical techniques to reason about the entire memory
requirements (including stack size and dynamic memory) of an application. In
order to avoid out-of-memory errors, either the physical memory installed on
a node must be greatly over-provisioned (in terms of the program’s expected
maximum memory usage) or the developer relies entirely on static memory al-
location (plus other safety measures to prevent unlimited stack growth, like pro-
hibiting recursion).

3.3.3 Dynamic Memory Management for Sensor Nodes

Many sensor-node programmers have been hesitant to use dynamic mem-
ory due to the mentioned implementation and reliability issues [48]. There-
fore, many operating systems for sensor nodes do not provide support for dy-
namic memory management, for example, TinyOS [45], the BTnode system soft-
ware [21], and BTnut [123]. Currently MANTIS [8] does not provide dynamic
memory management but it is scheduled for inclusion in future versions.

Other operating systems for sensor nodes, like SOS [52], Impala [81], and
SNACK [48], provide dynamic memory management, but, in order to avoid
fragmentation of the heap, use fixed block sizes. Fixed-size memory allocation
typically results in the allocation of blocks that are larger than needed and there-
fore wastes a precious resource. In SNACK [48] only buffers for network mes-
sages are dynamically allocated from a managed buffer pool. Variables have to
by allocated statically.
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3.4 Process Models

Besides a basic programming model, the system software also provides other
features to support normal operation, such as process management. Processes
can be thought of as programs in execution. Two important features found in
most traditional system software related to process management are the ability
to run several processes concurrently and the ability to create processes dynam-
ically. It has been argued that these features would also be useful for sensor
networks, particularly in combination. For example, software maintenance and
changing application needs may require updates to a node’s software at run-
time [52], that is, after the node has been deployed and has started program
execution. It may also be useful to start and run applications in parallel [25],
for example, to run short-term tests or to perform sensor recalibration without
disrupting long-running monitoring applications.

Dynamically loadable programs and process concurrency are independent of
each other and require different support mechanisms in the system software.
Here again, for reasons of resource-efficiency and reliability, system designers
have to make design tradeoffs. In this section we will first present the runtime
support required for each feature before analyzing them together.

3.4.1 Overview

Operating systems supporting a dynamic process model can load a program’s ex-
ecutable (e.g., from the network or from secondary storage) at runtime to create
a new process. They can also terminate a process at runtime and remove its ex-
ecutable from the system’s memories. In contrast to this, in a static process model,
the system has to be shut down and reconfigured before a new application can
be run or removed from the system. Since physical contact with the node is often
infeasible after deployment of the WSN, several sensor-node platforms provide
a mechanism for delivering executables over-the-air through the wireless inter-
face. A dynamic process model is most useful and therefore often combined
with a concurrent process model, where several programs can run “at the same
time” by sharing the processor in time-multiplex.

3.4.2 Combinations of Processes Models

Modern general-purpose operating systems combine dynamic and concurrent
process models. In contrast, several sensor-node platforms, like TinyOS, BTnut,
and the BTnode system software, only provide a static, non-concurrent process
model. All existing sensor-node platforms that do provide dynamic processes
loading, however, also provide an environment for their concurrent execution.

Dynamic and Concurrent Process Models

In a dynamic process model, individual processes can be created at runtime.
To support dynamic loading of a process at runtime the program’s binary im-
age must be loaded (e.g., from secondary storage or over the network) into the
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node’s different memories. Process creation involves loading the program’s exe-
cutable code (known as the text section) into the node’s program memory, while
statically allocated and initialized data (known as the data section, which con-
tains, for example, global and static variables) are copied to data memory. At
compile time the exact memory locations where the program will reside after
loading is unknown. Therefore, the compiler generates so-called relocatable
code, where variables and functions are addressed by relative memory loca-
tions only. The system software then replaces the relative memory locations
with absolute addresses when the program is loaded at runtime. This process
is called relocation. In a combined, dynamic and concurrent program model, the
newly created process is added to the list of currently running processes. The
system software often is a separate process). For example, system services in
Contiki [37] are implemented as processes that can be replaced at runtime.

Static and Non-Concurrent Process Model

On the other hand, in a static process model in combination with a non-concurrent
process model only a single program can be installed and running at any time.
In such systems, the application code is linked to the system software at com-
pile time, resulting in a monolithic executable image. The executable image is
then uploaded to the memories of the node, effectively overwriting any previ-
ous software (application code as well as system-software code). A relocation
step is not required.

To be able to change the node’s software despite a static process model, sev-
eral runtime environments allow to reload the entire monolithic system image.
To do so, the currently running software stops its normal operation to receive
the new software image from the network and then saves it to data memory.
Then it reboots the processor in a special bootloader mode. The bootloader fi-
nally copies the image from data memory to program memory and reboots the
processor again in normal mode to start the newly installed image.

Other Combinations

Other combinations (concurrent but static; dynamic but non-concurrent) are also
possible, but have not seen much use in sensor-node operating systems. Only
the Maté virtual machine [79] allows to run a single, non-concurrent process,
which can be dynamically replaced during runtime.

3.4.3 Over-the-Air Reprogramming

To allow software updates of nodes deployed in the field, several systems im-
plement over-the-air reprogramming, where a new program image can be down-
loaded over the wireless interface. Over-the-air reprogramming should not be
confused with a dynamic process model. Over-the-air reprogramming merely
denotes the systems capability to receive a program image over the air and to
initiate its loading. The actual loading of the executable image to the system’s
memories then still requires one of the loading procedure as described above.
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Actual implementations of over-the-air programming often require the co-
operation of user-written application code. Over-the-air reprogramming is of-
ten provided as a substitute for dynamic process loading by several resource-
constrained sensor-node architectures. It has been deployed, for example, in
BTnode system software [21], BTnut [123], TinyOS [45]), Maté [79], and oth-
ers. A detailed survey of software update management techniques can be found
in [51].

3.4.4 Process Concurrency

In a concurrent process model, several processes can run at the same time. Since
wireless sensor nodes are typically single-processor systems, concurrent pro-
cesses need to be interleaved, with the processor multiplexed among them. Pro-
cessor multiplexing is called scheduling and is typically performed by the sys-
tem software as it is considered a fundamental system service. The points in
the programs where switching is best performed depends on the programs’ in-
ternal structure. Therefore, scheduling mechanisms are closely related to pro-
gramming models and their corresponding execution environments. For sensor
nodes two basic scheduling strategies exist. Architectures with an event-driven
execution environment typically provide a concurrency model that is also based
on events. Systems with a multi-threaded execution environment provide a con-
currency model based on context switches.

Context-Switching Processes

The design of process concurrency based on context switches for sensor nodes
can be best understood by comparing it to designs in general-purpose operating
systems.

Multi-tasking in general-purpose operating systems. Modern general-purpose
operating systems have two levels of concurrency—the first level among pro-
cesses, and the second level among the threads within a process. Both lev-
els have their own scheduling mechanism, which are both based on context
switches. Context-switching processes is referred to as multi-tasking. (The terms
task and process are often used synonymously.)

Multi-threading and multi-tasking are similar in many respects but differ in
the way they share resources. They both provide concurrency, the former among
the threads of a process, the latter among the processes running on a system.
Just like threads, tasks have their own sequential control flow and their own
context. And just like multi-threading, multi-tasking requires context switches
and individual stacks (one per task) to store context information. Therefore, the
system support required for multi-tasking is also very similar to that of multi-
threading, which we discussed previously in Sect. 3.2.4 on page 38.

The main difference to threads is that tasks typically do not share resources,
such as files handles and network connections. In particular, tasks have their
own memory regions that are protected against accidental access from other
tasks. This is desirable to protect correct programs from buggy ones. To provide
communication and synchronization amongst processes despite those protec-
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tive measures, special mechanisms for inter-process communication exist, like
shared memory, message passing, and semaphores.

The main objectives of process concurrency in general-purpose operating sys-
tems is to optimize processor utilization and usability (cf. [108]). While one
process is waiting for an input or output operation to commence (e.g., writing
a file to secondary storage or waiting for user input), another process can con-
tinue its execution. Therefore some process is always running. From a user per-
spective, process concurrency can increase the systems usefulness and reactivity.
Running several programs in parallel allows to share the processing power of a
single computer among multiple users. To each of the users it appears as if they
had their own (albeit slower) computer exclusively to them. Also, a single user
running several applications can switch back and forth between them without
having to terminate them.

Context-switching sensor-node processes. In order to avoid the resource over-
head induced by two layers of scheduling, context-switsched sensor-node oper-
ating systems typically only provide a single level of scheduling on the basis of
threads. That is, threads are the only scheduled entity. This does not mean,
however, that multi-threaded sensor-node operating systems cannot provide
process concurrency. If they do, the threads of distinct processes are context-
switched, thereby also switching processes. Processes then consist of a collec-
tions of threads, which are indistinguishable from the threads of other processes.
The notion of a process is entirely logical, denoting all threads belonging to a
program. In simple implementations a fine-grained control mechanism over the
CPU time assigned to processes is missing; a process with more threads may re-
ceive more CPU time. To dynamically create a new process, the binary image of
the program (consisting of a collection of threads) is loaded and all of its threads
are instantiated.

Threads or tasks? In the face of a single level of context switching, the ques-
tion my arise, why we consider the context-switched entities of sensor-node
system software to be threads rather then processes. This seems to be a rather
arbitrary, if not an unusual view, because in the history of modern operating-
system development, support for concurrent processes (e.g., multi-tasking) was
introduced well before concurrency within individual processes, as provided by
multi-threading (cf. [27]). In fact, multi-threading was long missing in general-
purpose operating systems.

Though threads and tasks are similar in several respects, they have been de-
veloped for different reasons and serve different objectives. While multi-tasking
aims more at the user of the computer system, multi-threading is mainly an ab-
straction to aid programmers. In sensor networks, concurrency is mainly consid-
ered a tool for specifying reactive programs while supporting multiple processes
or even multiple users is considered less important. Also, the context-switched
entities in wireless sensor networks have much more in common with threads
than processes, because of the way they share resources. Most of the measures
to protect distinct processes found in traditional multi-tasking systems are not
(and cannot be) implemented in sensor networks. Because of these reasons, the
term task has become widely accepted in sensor-network literature to denote
context-switched entities.
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Event-based Process Concurrency

In programming frameworks based on the event-driven programming model,
programs are composed of several actions. A property of the event-driven pro-
gramming model is that the actions of a program are scheduled strictly in the or-
der of the occurrence of their associated events. Scheduling mechanisms for the
concurrent execution of event-driven programs must not violate this property.
A possible implementation would be to context-switch concurrent event-driven
processes. Then, all the actions of a single program would still have run-to-
completion semantics, while actions of separate processes could interrupt each
other. However, because of the associated context-switching overhead of such a
approach, system designers prefer to also schedule the actions of separate pro-
cesses sequentially. For each event, the system software invokes the associated
action of every process. Actions then always run to completion. This approach
to scheduling actions of multiple, concurrent processes is depicted in Fig. 3.2.

Application 1

Application 2

Scheduler

Event occurence

{ev2}

t_1’ t_2’ [t]

{}

ev2ev1

Event queue
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action_2_1
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Figure 3.2: Scheduling concurrent, event-driven processes. For each event, the
system software invokes the associated action of every process. Ac-
tions always run to completion; their execution order is arbitrary.

In Fig. 3.2 there are two event-driven programs running concurrently. Both
of them react to events ev1 and ev2 (in actx1 and actx2, respectively), where x
denotes the application number. On the occurrence of ev1 the system software
first invokes act11 (of application 1) then act21 (of application 2). At time t′

1 all
actions triggered by ev1 have run to completion. Event ev2 occurs before t′

1 and
is stored in the event queue. Therefore, reactions to ev2 are delayed until time t′

1,
when it is dequeued.

Two questions become particularly apparent when studying Fig. 3.2. Firstly,
in which order should the event handlers be invoked? And secondly, how long
can the invocation of an action be delayed? The answer to the first question may
be of interest when both programs modify a shared state, such as the state of
system resources. Then, race conditions and possibly deadlocks may occur. Un-
less explicitly specified in the system documentation, application programmers
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can not rely on any particular order as it depends on the actual implementation
of the event-scheduling mechanism. In actual systems, the execution order of
actions of separate processes is typically arbitrary.

The answer to the second question—how long can actions be delayed?— may
be important when applications have real-time constraints. The answer depends
on the execution times of actions from the different programs running concur-
rently and can therefore not be answered easily by any single application de-
veloper. From our experience with the event-driven model it is already hard
to analyze the timing dependencies in a single application without appropriate
real-time mechanisms. In a concurrent execution environment, where no single
application programmer has the entire timing information, timing estimates are
even harder to get by. Therefore, concurrent process models based on events can
decrease the systems reliability. Since almost all application have at least some
moderate real-time constraints, we believe that process concurrency should be
avoided on event-driven sensor nodes.

Note that a question similar to the second (i.e., how long can the invocation
of an action be delayed?) also arises in multi-treading environments. For such
environments the reformulated question is: how much slower can the program
become with multiple threads running concurrently. In multi-treading environ-
ments the execution delay of operations only depend on the own application
code and the number of programs running concurrently, not the contents (i.e.,
the code) of other programs. For example, in the simple round-robin scheduling,
the CPU time is equally divided among threads. If n threads are running, each
thread is allocated to the CPU for the length of a time slice before having to wait
for another n − 1 time slices. Therefore the execution speed is only 1/(n)-th of
a system with only a single program executing. Actual implementations would
be slower since context-switching consumes non-negligible time.

3.4.5 Analysis of Process Models

Mainly because of potentially unresolvable resource conflicts there are several
reliability issues with process concurrency in sensor networks, regardless if its
implementation is based on context-switches or events.

When appropriate mechanisms for inter-process protection are missing,
which is the rule rather than the exception, a single deficient process can jeop-
ardize the reliability of the entire system. Even without software bugs it is prac-
tically impossible to analyze in advance whether two concurrent processes will
execute correctly. One problem is, that programs compete for resources in ways
that cannot be anticipated by programmers. If one process requires access to
exclusive resources, such as the radio or sensors, they may be locked by an-
other process. Limited resources, such as memory and CPU time, may be un-
available in the required quantities. Identifying potential resource conflicts is
very hard and fixing them with alternate control flows is practically infeasible.
To make things worse, programmers of different applications typically cannot
make arrangements on the timing of CPU intense computations and high re-
source usage. Therefore there are typically innumerable ways how two pro-
cesses can ruin each others assumptions, particularly in the face of slow and
resource-constrained sensor nodes.
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Particularly the memory subsystem poses serious threads to concurrent pro-
gramming. Sensor nodes do not provide virtual memory and therefore applica-
tions have to make do with the limited physical memory provided on a node.
We expect that most non-trivial sensor-node programs occupy most of the sys-
tems’ physical memory. It is generally hard to reach a good estimate of even
a single program’s memory requirements, particularly with dynamic memory
allocation. Multiple competing programs certainly increase the uncertainty of
such estimates. If processes require more than the available memory, system
crashes or undefined behavior may result. As a consequence, the affected node
or even an entire network region connected through that node may be unusable.

In sensor networks, concurrency on the process level does not play the same
role as in general-purpose systems. Its purpose in traditional operating systems
to increase processor utilization is contradictory to the design philosophy of sen-
sor networks. In fact, as we pointed out earlier, most program architectures
strive to maximize idle times in order to save power. Also, it is not expected
that sensor nodes are used by multiple users to the same degree as traditional
computing systems.

Though process concurrency may be a useful feature for sensor-network op-
erators and users, we suggest its implementation only in sensor-node design
with appropriate protection mechanism and resource provisions. In constrained
nodes, however, the are severe reliability issues, which make its support pro-
hibitive.

3.5 Overview and Examples of State-of-the-Art
Operating Systems

In the previous sections we have discussed the principle programming and
process models, as well as dynamic memory-management support of current
sensor-node operating systems. The discussion represents the state-of-the-art of
sensor-node programming and is based on current literature. The discussion
focuses on resource-constrained sensor node platforms.

Before presenting two concrete examples of event-driven operating systems in
greater detail, we will first summarize the previously discussed state-of-the-art
sensor-node operating systems in Tab. 3.1. For each of the eight discussed op-
erating systems, the table lists the system’s programming language, the process
and programming model, and the target-device features. The concurrency col-
umn under the heading process model denotes if the OS supports running multi-
ple processes concurrently. The dynamic loading column under the same heading
denotes if new processes can be loaded and started at runtime without also hav-
ing to reload and restart the OS itself. Systems supporting dynamic loading of
processes typically also support running multiple processes concurrently. The
only exception is the Maté virtual machine, which supports dynamic loading of
user applications but can only run one of them at a time.

Actual operating systems often implement variations of the basic program-
ming models and often differ significantly in the system services provided. We
will now present two representatives of current event-based operating systems;
our BTnode system software, and the system that is sometimes referred to as the
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Programming Framework Process Model Programming Model Target Device

Operating
System

Progr.
Language

Con-
cur-
rency

Dy-
namic
Loading

Scheduling Dyn.
Mem.

processor core, clock, RAM,
ROM, secondary storage

TinyOS
[45]

nesC no no events no Berkeley Motes
8-bit, 8 MHz, 4 Kb, 128 Kb, -

Maté VM
[79]

Maté
bytecode

no yes events no Berkeley Motes
8-bit, 8 MHz, 4 Kb, 128 Kb, -

BTnode
[21]

C no no events noa BTnode (ver. 1 and 2)
8-bit, 8 MHz, 4 Kb, 128 Kb

BTnut
[123]

C no no threadsb noa BTnode (ver. 3)
8-bit, 8 MHz, 64 Kb, 128 Kb,
192 Kb RAM

SOS
[52]

C yes yes events yesc Berkeley Motes and others
8-bit, 8 MHz, 4 Kb, 128 Kb, -

Contiki
[37]

C yes yes events and
threadsd

noa ESB node [47]
16-bit, 1 MHz, 2 Kb, 60 Kb, -

Impala
[81]

n/a n/a n/a prioritized
events

yesc ZebraNet node
16-bit, 8 Mhz, 2 Kb, 60 Kb,
512 Kb Flash RAM

MANTIS
[8]

C yes yes threadsd no Mantis node
8-bit, 8 MHz, 4 Kb, 128 Kb, -

a Dynamic memory allocation is provided by the standard C library libc for Atmel microcon-
trollers but is neither used in the OS implementation nor recommended for application pro-
gramming.

bCooperative multi-threading.
cFixed (i.e., predefined) block sizes only.
dPreemptive multi-threading.

Table 3.1: Current programming frameworks for resource-constrained sensor
nodes. The frameworks’ runtime environment (as provided by the
system software) supports different process models and programming
models as discussed in sections 3.2 and 3.4. (n/a: feature not specified
in the available literature.)

de facto standard of sensor-node operating systems, TinyOS. We will discuss
their features and their deviations to the basic model in more detail.

3.5.1 The BTnode System Software

The BTnode system software (see Fig. 3.3) is a lightweight OS written in C and
assembly language that has been initially developed for the first version of the
BTnode. The system provides an event-based programming model.

It does not provide dynamic loading of processes and has a non-concurrent
process model. Though dynamic memory allocation is available, the system
software is only using static memory allocation to avoid reliability issues. Ap-
plication programmers are also strongly discouraged to used dynamic memory
allocation. The drivers, which are available for many hardware subsystems and
extensions (e.g, the Bluetooth radio and several sensors subsystems), provide
convenient, event-driven APIs for application development.

The BTnode system is composed of four principal components (see Fig. 3.3):
the sensor-node hardware, the drivers, the dispatcher, and an application (which
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Figure 3.3: The BTnode system software and programming framework for WSN
applications.

is composed of one or multiple actions). The components have clearly defined
interfaces through which they are accessed. A central component is the dis-
patcher.

Drivers and Dispatcher

The drivers have two interfaces, a lower interface to the hardware and an upper
interface to the application code. Through the lower interface they receive and
send IO data in a hardware-specific manner through interrupt service routines
and hardware registers. Through their upper interface they provide a conve-
nient user-programming API for controlling the hardware and IO. Drivers never
call any application code directly. Instead, to notify the application of hardware
state changes, they use the dispatcher’s interface to insert an event into its event-
queue. This dispatcher then invokes the appropriate application code (i.e., an
action).

In the BTnode system software there is a hierarchy of drivers. Low-level
drivers interact with the hardware directly (such the real-time clock driver).
Higher-level drivers only interact with the hardware indirectly and require other
lower-level drivers. For example, the Bluetooth driver relies on the real-time
clock and the UART driver.

The drivers are designed with fixed buffer lengths that can be adjusted at
compile time to meet the stringent memory requirements. Available drivers
include nonvolatile memory, real-time clock, UART, I2C, general purpose IO,
LEDs, power modes, and AD converter. The driver for the Bluetooth radio pro-
vides a subset of the networking functionality according to the Bluetooth speci-
fication. It accesses the Bluetooth module through an UART at a speed of up to
230400 baud. Bluetooth link management is performed on Bluetooth’s L2CAP
layer. RFCOM, a serial port emulation, provides connectivity to computer ter-
minals and consumer devices, such as cameras and mobile phones. Dial-up con-
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nections to modem servers through a mobile GSM phone are easily established
with a special-purpose function. All other GSM services (such as file sharing,
phone book and calendar) can be utilized through lower-level interfaces.

Programming Model

The system is geared towards the processing of (typically externally triggered)
events, such as sensor readings or the reception of data packets on the Bluetooth
radio. To this end, BTnode applications follow an event-based programming
model, where the system schedules user-specified actions on the occurrence of
events. A set of predefined event types is used by the drivers to indicate critical
system conditions.

Upon detecting such a critical a condition, a driver inserts the corresponding
event into the FIFO event-queue, which is maintained by the dispatcher. While
the event-queue is not empty, the dispatcher removes the first event from the
queue and invokes its associated user-defined action. Programmers implement
actions as C functions. In actions, the programmer can use the (non-blocking)
driver APIs to access IO data buffered in the drivers or to control their behavior.
Programmers can also define their own event types and can insert instances
of those events into the event queue from actions (not shown in Fig. 3.3). The
different types of events are internally represented by 8-bit integer values (see
Prog. 3.4 for examples).

Unlike several other event-based systems the association of events and actions
is not fixed. Rather, applications can dynamically associate actions with event
types. For this purpose, the dispatcher offerers a dedicated registration function,
which takes the an event and an action as parameter (see btn_disp_ev_reg()
in Prog. 3.4). Despite these dynamics, the association between events and ac-
tions typically remains relatively stable throughout the execution of a program.
Often it is established only once during program initialization. After the dis-
patcher has been started, it accepts events from drivers and applications. It re-
mains in control until an event is inserted into the queue. Then it invokes the
corresponding action. Once the action is completed, the dispatcher checks for
the next unprocessed event and invokes the corresponding action. Actions have
a predefined signature as defined in Prog. 3.4, lines 11-13.

Actions have two arguments, called call data and the callback data. Both ar-
guments are of an untyped field of fixed length (32 bit); they are passed to the
action when it is invoked by the dispatcher. The callback data argument can be
specified by programmers in the dispatcher’s registration function. The argu-
ment is stored in the dispatcher and passed to actions when they are invoked.
That is, the callback data is event-type specific. The call data argument is invo-
cation specific. For user-defined event types the call-data values can be passed
when inserting individual event instance into the queue. For system specified
event types the call-data argument has a type-specific meaning. Its value is set
by the driver generating the event. The predefined event types and their associ-
ated call-data arguments are:

• TIMEOUT_EV: a timeout has expired. The call-data parameter carries a
timestamp to indicate when the timer was set to expire (as there may be
scheduling delay).
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Program 3.4: API of the dispatcher. Lines 1-4 show examples of predefined
event definitions; in line 7-13 the signature of actions are defined;
the dispatcher’s registration function is shown in lines 16-19; the
insert function is shown in lines 21-24.

1 #define UART0_RCV_EV 2 // data available for reading on UART0
2 #define BT_CONNECTION_EV 8 // Bluetooth connection occurred
3 #define BT_DISCONNECT_EV 9 // Bluetooth disconnect occurred
4 #define BT_DATA_RCV_EV 10 // Bluetooth data packet received
5 // ...
6

7 typedef uint32_t call_data_t;
8 typedef uint32_t cb_data_t;
9

10 // signature of an action
11 typedef void (*callback_t) (
12 call_data_t call_data,
13 cb_data_t cb_data );
14

15 // the dispatcher’s registration function
16 void btn_disp_ev_reg(
17 uint8_t ev, // event ‘ev’ triggers action ‘cb’
18 callback_t cb, // with the parameter specified
19 cb_data_t cb_data); // in ‘cb_data’
20

21 // the dispatcher’s insert function
22 void btn_disp_put_event( // insert ‘ev’ to the event queue
23 uint8_t ev, // ‘call_data’ is passed as argument
24 call_data_t call_data ); // to the action invoked by this event

• ADC_READY_EV: a data sample is available from the ADC converter and
it is ready for the next conversion. The call-data carries the conversion
value.

• I2C_RCV_EV: data has been received on the system’s I2C-bus and is now
available for reading from the incoming buffer. The number of bytes avail-
able for reading at event-generation time is passed as call-data parameter.

• I2C_WRT_EV: the I2C-bus is ready for transmitting data. The call-data
parameter carries the current size of the outgoing buffer.

• UART_RCV_EV: data has been received on the system’s UART and is now
available for reading from the incoming buffer. The number of bytes avail-
able for reading at the event-generation time is passed as call-data param-
eter.

• UART_WRT_EV: the UART is ready for transmitting data. The call-data
parameter carries the current size of the outgoing buffer.
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• BT_CONNECTION_EV: a Bluetooth connection-establishment attempt
has ended. The connections status (i.e., whether the attempt was success-
ful or has failed, as well as the reason for its failure) and the connection
handle are passed as call data.

• BT_DATA_RCV_EV: a Bluetooth data packet has been received and is
ready for reading. The index to the packet buffer is passed as call data.

The code in Prog. 3.5 shows a typical BTnode program. The program waits until
a Bluetooth connection is established remotely and then sends a locally sampled
temperature value to the remote unit. During initialization (lines 5-11) the pro-
gram registers the action conn_action() to be called on BT_CONNECTION_EV
events (line 8) and sensor_action() to be called on BT_ADC_READY_EV
events (line 10). It then passes control to the dispatcher (line 11), which enters
sleep mode until events occur that need processing.

Once a remote connection is established, the Bluetooth driver generates the
BT_CONNECTION_EVevent and thus conn_action() (line 14) is invoked. In
conn_action() the program first extracts the connection identifier from the
call-data argument and saves to a global variable for later use (line 16). Then it
starts the conversion of the analogue temperature value (line 18). On its com-
pletion, the BT_ADC_READY_EVevent is generated and sensor_action() is
invoked. Now the temperature value is extracted from the call-data argument
(line 24) and sent back to the initiator (line 24), using the previously saved con-
nection identifier. The same sequence of actions repeats on the next connection
establishment. Until then, the dispatcher enters sleep mode.

Process Model

Like most operating systems for sensor nodes, the BTnode system software does
not support a dynamic process model. Only a single application is present on
the system at a time. At compile time, applications are linked to the system
software, which comes as a library. The resulting executable is then uploaded
to the BTnode’s Flash memory, effectively overwriting any previous application
code. After uploading, the new application starts immediately.

However, the BTnode system can also be reprogrammed over-the-air using
Bluetooth. To do so, the application currently running on the system needs to
receive the new executable, save it to SRAM, and then reboot the system in boot-
loader mode. The bootloader finally transfers the received executable to Flash
memory and starts it. Over-the-air programming is largely automated; it is a
function of the system software but needs to be triggered by the user applica-
tion.

Portability

The whole system software is designed for portability and is available for dif-
ferent operation environments (x86 and iPAQ Linux, Cygwin, and Mac OS X)
apart from the BTnode platform itself. These emulations simplifies application
building and speed up debugging since developers can rely on the sophisticated
debugging tools available on desktop systems. Also, the time for uploading the
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Program 3.5: A simple BTnode program handling two events in two actions.
The action conn_action() handles (remotely) established con-
nections while sensor_action() handles (local) sensor values
after they become available.

1 #include <btnode.h>
2 static uint16_t connection_id = 0;
3

4 int main( int argc, char* argv[] ) {
5 btn_system_init( argc, argv, /* ... */ );
6 btn_bt_psm_add( 101 ); /* accept remote connections */
7 // register conn_action() to be invoked when a connection is established
8 btn_disp_ev_reg( BT_CONNECTION_EV, conn_action, 0 );
9 // register sensor_action() to be invoked when conversion is done

10 btn_disp_ev_reg( BT_ADC_READY_EV, sensor_action, 0 );
11 btn_disp_run();
12 return 0; /* not reached */
13 }
14 void conn_action( call_data_t call_data, cb_data_t cb_data ) {
15 // remember connection id for reply
16 connection_id = (uint16_t)(call_data & 0xFFFF);
17 // read temperature value from ADC converter
18 bt_adc_start();
19 }
20 void sensor_action( call_data_t call_data, cb_data_t cb_data ) {
21 // extract the converted value from the call-data argument
22 uint8_t temperature = (uint8_t)(call_data & 0xFF);
23 // reply with a packet containing only the temperature value (1 byte)
24 btn_bt_data_send( connection_id, &temperature, 1 );
25 }

sensor-node application to the embedded target can be saved for testing. Fur-
thermore, various device platforms (such as PCs or iPAQs running Linux) can be
seamlessly integrated into BTnode networks (e.g., to be used as cluster heads),
reusing much of the software written for the actual BTnode. These devices can
then make use of the resources of the larger host platforms, for example, for
interfacing with other wireless or wired networks, or for providing extended
computation and storage services.

3.5.2 TinyOS and NesC

Another representative of an event-driven programming framework is the one
provided by the TinyOS operating system and its incorporated programming
language nesC [45, 59]. (Since operating system and programming language in-
herently belong together, we use the term TinyOS to denote both. Only where
not clear from the context, we use TinyOS to denote the execution environment
and operating system, and nesC to denote the programming framework and
language.) TinyOS is often considered the de facto standard in WSN oper-
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ating systems and programming frameworks today. Since its introduction in
2000, TinyOS has gained significant impact, possibly because of the success in
the commercialization of its standard hardware platform, the Berkeley Motes.
The early availability of the complementary combination of the freely avail-
able and well-supported programming framework and sensor-node hardware
has made experimentation accessible to researchers without embedded systems
background and without capabilities to develop and manufacture their own
hardware.

TinyOS targets resource-constrained sensor nodes and has been implemented
on the Berkeley Mote family as well as other sensor nodes, such as the
BTnode [78]. Its goal is to provide standard sensor-node services in a modu-
lar and reusable fashion. TinyOS has a component-oriented architecture based
on an event-driven kernel. System services (such as multi-hop routing, sensor
access, and sensor aggregation) are implemented as a set of components with
well-defined interfaces. Application programs are also implemented as a set
of components. TinyOS components are programmed in a custom C dialect
(called nesC), requiring a special compiler for development. A simple declar-
ative language is used to connect these components in order to construct more
complex components or entire applications. The designers of TinyOS consider it
a static language, as it supports neither dynamic-memory allocation, nor process
concurrency or dynamic loading. (It does, however, provide static over-the-air
reprogramming).

TinyOS has an event-driven programming model. However, it has two lev-
els of scheduling, rather than just one, as all other event-driven programming
frameworks for sensor nodes. The scheduled entities are called tasks and events.
This terminology is highly confusing: TinyOS tasks have no similarities to tasks
in multi-tasking systems. Rather, a TinyOS task is what in event-driven systems
is commonly known as an action or event handler. TinyOS tasks are scheduled
sequentially by the scheduler and run to completion only with respect to other
TinyOS tasks. They may be interrupted, however, by TinyOS events.

A TinyOS event is not what is commonly considered an event in the event-
driven systems (i.e., a condition triggering an action). Rather, it is a time-
critical computational function that may interrupt the regular control flow
within TinyOS tasks as well as other TinyOS events. TinyOS events have been
introduced so that a small amount of processing associated with hardware in-
terrupts can be performed as fast as possible, without scheduling overhead but
instead interrupting long-running tasks. TinyOS events are required to complete
as fast as possible, in order not to delay any other time-critical TinyOS events.
As such, TinyOS events are programming abstractions for interrupt service rou-
tines. Apart from being triggered by hardware interrupts, TinyOS events can
also be invoked by regular code. Then they behave like regular functions.

Besides, TinyOS tasks and TinyOS events, TinyOS has a third programmatic
entity, called commands. TinyOS commands resemble functions of sequential
programming languages but have certain restrictions (e.g., they may not invoke
TinyOS events).

TinyOS applications can have a graph-like structure of components but are
often hierarchical. Each component has a well-defined interface that can be used
to interconnect multiple components to construct more complex components
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or to form an application. Each component interface defines the tasks, events,
and commands it exports for use by other components. Each component has a
component frame, which constitutes the component’s context, in which all tasks,
events, and commands execute and which stores its state. Components may
be considered objects of a static object-oriented language. Components always
exist for the entire duration of a process and cannot be instantiated or deleted
at runtime. The variables within a component frame are static (i.e., they have
global lifetime) and have component scope (i.e., are visible only from with in
the component). However, multiple static instances of a component may exist as
parameterized interfaces. Parameterized interfaces are statically declared as array
of components and are accessed by index or name. The elements of a component
array provide identical interfaces but have individual states. They are used to
model identical resources, such as individual channels of a multi-channel ADC
or individual network buffers in an array of buffers.

TinyOS is inherently event-driven and thus it shares the benefits of event-
driven systems. As an event-driven system it has only a single context in which
all program code executes. Therefore the implementation of TinyOS avoids
context-switching overhead. All components share a single runtime stack while
component frames are statically allocated, like global variables. As a deviation
from the basic event-driven model, TinyOS has a two-level scheduling hierar-
chy which allows programmers to program interrupt service routines similar to
event handlers using the TinyOS event abstraction. In most other event-driven
systems, interrupts are typically hidden from the programmer and are handled
within the drivers. IO data is typically buffered in the drivers and asynchronous
events are used to communicate their availability to user code. In TinyOS, on
the contrary, interrupts are not hidden from the programmer. This has been a
conscious design decision. It allows to implement time critical operations within
user code and provides greater flexibility for IO-data handling.

However, this approach has a severe drawback. TinyOS events may interrupt
tasks and other events at any time. Thus TinyOS requires programmers to ex-
plicitly synchronize access to variables that are shared within tasks and events
(or within multiple events) in order to avoid data races. TinyOS has many of
the synchronization issues of preemptive multi-tasking, which we consider one
of the main drawback of TinyOS. In oder to support the programmer with syn-
chronization, more recent versions of nesC have an atomic statement to enforce
atomic operation by disabling interrupt handling. Also, the nesC compiler has
some logic to warn about potential data races. However, it cannot detect all
race conditions and produces a high number of false positives. A code analysis
of TinyOS (see [45]) and its applications has revealed that the code had many
data races before race detection was implemented. In one example with race
detection in place, 156 variables were found to have (possibly multiple) race
conditions, 53 of which were false positives (i.e., about 30%).

The high number of actual race conditions in the TinyOS show that interrupt-
ible code is very hard to understand and manage and thus highly error prone.
Even though the compiler in the recent version now warns about potential data
races, it does not provide hints on how to resolve the conflicts. Conflict resolu-
tion is still left to programmers. The high rate of false positives (about 30%) may
leave programmers in doubt whether they deal with an actual conflict or a false
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positive. Chances are that actual races remain unfixed because they are taken
for false alerts.

Also, as [30] has shown, programmers who are insecure with concurrent pro-
gramming tend to overuse atomic sections in the hope to avoid conflicts. How-
ever, atomic sections (in user-written TinyOS tasks) delay the execution of in-
terrupts and thus TinyOS events. As a consequence, user code affects–and may
break!–the system’s timing assumptions. Allowing atomic sections in user-code
is contrary to the initial goal of being able to handle interrupts without schedul-
ing delay. From our experience of implementing drivers for the BTnode system
software we know that interrupt timing is highly delicate and should not be left
to (possibly inexperienced) programmers but to expert system architects only.

3.6 Summary

In this chapter we have presented programming and runtime environments of
sensor nodes. We have presented the three most important requirements for
sensor-node system software: resource efficiency, reliability, and programming
support for reactivity. We have also presented the three main programming
models provided by state-of-the-art system software to support application pro-
gramming. And we have presented common process models of sensor-node
system software, which support normal operation of sensor nodes, that is, once
they are deployed. Finally, we have presented selected state-of-the-art runtime
environments for sensor nodes.

We have concluded that the control-loop programming model is overly simple
and does not provide enough support even for experienced programmers. On
the other hand, multi-threading is a powerful programming model. However,
it has two main drawbacks. Firstly, multi-threading requires extensive system
support for context switches. The per-thread data-structures (i.e., runtime stacks
and switchframes), already consume large parts of a node’s memory resources.
Also, copying large amounts of context information requires many CPU cycles.
Other authors before us have reached at the same conclusions (cf. [36, 37, 59, 60]).
Also, multi-threading is considered too hard for most programmers because of
the extensive synchronization required for accessing data shared among mul-
tiple threads. In [94] Ousterhout claims that multi-threading should be used
only when the concurrent program parts are mostly independent of each other
and thus require little synchronization. In sensor-node programming, however,
threads are mainly used to specify the reactions to events that influence a com-
mon program state.

To provide a programming model without the need for processor sharing, per-
thread stacks, and locking mechanisms, the event-driven programming model
has been proposed for sensor-node programming. We and other authors have
shown (both analytically and with prototype systems) that the event-driven pro-
gramming model requires little runtime support by the underlying system soft-
ware and can thus run on even the most constrained nodes. Yet it promises to
be an intuitive model for the specification of sensor-node applications as it vir-
tually embodies the event-action programming philosophy of wireless sensor
networks.
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Both of these models have their advantages and drawbacks, their followers
and adversaries. In the context of sensor networks there is a bias towards event-
based systems, mainly due to the existence of popular event-based program-
ming toolkits such as TinyOS and nesC, which have a large user base. Hence,
many sensor-network programmers are already used to think in terms of events
and actions and find it natural to structure their programs according to this
paradigm.

In the next chapter we will take a closer look at the event-driven model. We will
analyze its expressiveness and resource requirements based on our own experi-
ence as well as on current literature. We will show that the event-driven model
is also not without problems. There are also issues with reliability, program
structure, and, ironically, with the memory efficiency of application programs
(as opposed to operating systems, as is case with operating systems supporting
multi-threading). We will show that these issues arise because the event-driven
programming model is lacking a mechanism to clearly specify and memory-
efficiently store temporary program states. But we will also sketch an approach
to solve these problems. This approach will become the foundation of our OSM
programming model and execution environment which we will present in chap-
ter 5.



4 Event-driven Programming in
Practice

The event-driven model is the favorite programming model among many
sensor-network application programmers. In the last chapter we have shown
several potential reasons for this preference: the model’s event-action paradigm
is intuitive and captures the reactive nature of sensor-node programs well,
event-driven system software requires little of the node’s constrained resources
for its implementation, thus leaving most resources available for application
programming, and finally, the early availability of the well-maintained event-
driven TinyOS platform combined with a commercial sensor-node, the Berkeley
Motes.

We have gained extensive experiences with the event-driven programming
model ourselves. We have designed and implemented the BTnode system soft-
ware, an event-driven runtime environment and programming framework for
BTnodes (as presented in Sect. 3.5.1). Some of the system’s more sophisti-
cated drivers, such as the Bluetooth radio driver, are based on the event-driven
model [21]. Also, we have developed many applications based on the event-
driven model [21], mainly in the Smart-Its [62] and Terminodes [65] research
projects.

However, in working with the BTnode system we have found two issues with
the event-driven programming model. Firstly, the model is hard to manage, par-
ticularly as application complexity grows. Dunkles et al. [37] arrive at the same
conclusion and [79] reports that programming TinyOS is “somewhat tricky” be-
cause of its event-driven programming model. And secondly, the event-driven
programming imposes a programming style that results in memory inefficient
application programs. Then, of course, two questions arise: What are the rea-
sons for the model’s drawbacks? And: Is there a fix? In this chapter we will give
an answer to the first question and we will outline an answer for the second.

The baseline for both issues is that the event-driven model, though easy and
intuitive, does not describe typical sensor-node applications very well. The
model is sufficient for small sensor-network demonstrators and application pro-
totypes. However, the model simply does not provide expressive enough ab-
stractions to structure large and complex real-world sensor-network applica-
tions. Particularly, we believe that the model is lacking an abstraction to struc-
ture the program code along the time domain to describe program states or
phases. The lack of such an abstraction is the fundamental reason for the above
mentioned problems and is the starting point for developing our solution.

Phases are distinct periods of time during which the program (or part of it)
performs a single logical operation. A phase may include several events, which
are handled within the context of the logical operation. Sensor nodes need to
perform a variety of ongoing operations that include several events. Examples



62 Chapter 4. Event-driven Programming in Practice

are as gathering and aggregating sensory data, setting up and maintaining the
network, forwarding network packets, and so on. Typical sensor-node programs
are structured in distinct and discrete phases, that is, the program’s operations are
clearly separable and execute mostly sequentially.

“Phase” is just one term that appears over and over in the WSN literature
to describe the program structure of sensor-node applications and algorithms.
Other frequently used terms with the same intention are “state”, “role”, “mode”,
or “part”. Some authors even articulate that sensor-node programs in general
are constructed as state machines [25, 37, 45, 80] because of their reactive nature.
Notably, even multi-threaded programs are submitted to this view. Curiously,
despite that fact that phases seem to be the prime concept in which application
architects and programmers think, the predominant programming models for
sensor nodes have no explicit abstraction to specify such phases. Only the au-
thors of NesC have identified the lack of state support in [45] and have put their
support on the agenda for future work.

We believe that the state abstraction of finite state machines is an adequate ab-
straction to model sensor-node program phases and that a programming model
based on finite state machines can eventually solve the problems of the event-
driven model. Particularly, we propose a programming model based on con-
current and hierarchical state machines, as proposed in the seminal work on
Statecharts [53] by Harel.

In this chapter we will first examine the problem symptoms of the event-
driven model in Sect. 4.1. Then, in Sect. 4.2, we will present what we call the
anatomy of sensor-node programs, that is, typical and recurring structures of
phases in sensor-node programs and their interaction. We will explain these
structural elements step-by-step based on a small example program, which is
commonly found within the WSN literature. To illustrate this program’s struc-
ture we will use a small subset of the graphical Statechart notation. Alongside
the presentation of the anatomy, we will show the difficulties in expressing its
structural elements in the event-driven model. And we will point out how these
difficulties lead to the symptoms laid out in the first section of this chapter. In
the last section of this chapter, Sect. 4.3, we will sketch the basic idea of how to
solve the problems of the event-driven programming model for the specification
of sensor-node programs. We propose an extended programming model, which
combines elements of the event-driven programming model with those of finite
state machines. A concrete solution will be presented in the next chapter.

4.1 Limitations of Event-Driven Programming

In our work we have identified two issues with the otherwise very intuitive
event-based programming model. These issues, which we call manual stack man-
agement and manual state management, arise because in the event-driven model
many conceptual operations need to be split among multiple actions. In the
following we will detail these issues and their causes.

Since actions must not monopolize the CPU for any significant time, opera-
tions need to be non-blocking. Therefore, at any point in the control flow where
an operation needs to wait for some event to occur, the operation must be split



4.1. Limitations of Event-Driven Programming 63

into two parts: a non-blocking operation request and an asynchronous com-
pletion event. The completion event then triggers an action that continues the
operation. As a consequence, even a seemingly simple operation can lead to
event cascades – an action calls a non-blocking operation, which causes an event
to occur, which, in turn, triggers another action. Breaking a single conceptual
operation across several actions also breaks the operation’s control flow and its
local variable stack.

Breaking conceptual operations among multiple functions has two implica-
tions for the programmer. Firstly, as the stack is unrolled after every action
the programming language’s variable-scoping features are effectively discarded.
Programmers cannot make use of local, automatically managed variables but
instead need to manually manage the operation’s variable stack. This is called
manual stack management [9]. Secondly, programmers must guarantee that any
order of events is handled appropriately in the corresponding actions. This re-
quires the manual intervention of the programmer by writing extra code. We
call this manual state management. We use Program 4.1 as an example to clarify
these issues.

Program 4.1: Event-driven code fragment to compute the temperature average
of sensor nodes in the one-hop vicinity.

1 int sum = 0;
2 int num = 0;
3 bool sampling_active=FALSE;
4

5 void init_remote_average() {
6 sampling_active=TRUE;
7 sum = num = 0;
8 request_remote_temp();
9 register_timeout( 5 );

10 }
11 void message_hdl( MSG msg ) {
12 if( sampling_active == FALSE ) return;
13 sum = sum + msg.value;
14 num++;
15 }
16 void timeout_hdl() {
17 sampling_active=FALSE;
18 int average = sum / num;
19 /* ... */
20 }

Program 4.1 calculates the average temperature of sensor nodes in a one-hop
distance. To do so, the sensor node running the program sends a broadcast
message to request the temperature value from all neighboring sensor nodes
(line 8). It then collects the remote samples in the event-handler for incoming
radio messages (lines 11-15). A timeout is used to ensure the temporal contiguity
of remote sensor readings. Finally, when the timeout expires, the average remote
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temperature is calculated (line 18). As shown in the code above, this relatively
simple operation needs to be split into three parts: 1) sending the request, 2)
receiving the replies, and 3) processing the result after the timeout.

4.1.1 Manual Stack Management

In the above example, the data variables sum and num are accessed within two
actions. Therefore sum and num cannot be local variables of either function.
Instead they are declared as global variables, which have global scope and global
lifetime.

In a traditional, purely procedural program, local variables serve the purpose
of keeping an operation’s local data. They are automatically allocated on the lo-
cal runtime stack upon entering a function and are released on its exit. However,
automatic variables cannot be used for event cascades since the local stack is un-
rolled after the execution of every action. Therefore, the state does not persist
over the duration of the whole operation. Instead, programmers must manually
program how to retain the operation’s state. They can do so either using global
variables (as in the example above) or by programming a state structure stored
on the heap.

Both approaches have drawbacks. The global variables have global lifetime,
that is, they permanently lock up memory, also when the operation is not run-
ning. For example, a global variable used for a short phase during system ini-
tialization resides in memory for the rest of the program’s execution. Manually
reusing this memory in different program phases is possible but highly error-
prone. The (possibly multiple) programmers would have to keep track of the
use of every variable’s memory in each program phase. Besides their global life-
time, global variables also have global scope. That is, their visibility extends to
the entire program. As a consequence, global variables can be read and modified
throughout the entire program. To avoid naming conflicts and accidental access,
strict naming conventions have to be introduced and followed by programmers.
For these reasons, it is generally considered good programming practice to avoid
global variables and use local variables instead. Local variables have been one
of the achievements of structured programming.

The second approach, managing the operation’s state on the heap, requires
manual memory management (e.g., by using malloc() and free() ), which is
generally considered error-prone. It also requires system support for dynamic
memory management, which has a significant resource penalty and is therefore
sometimes missing for resource-constrained sensor nodes. We have discussed
dynamic memory management for sensor nodes in the previous Sect. 3.3.

4.1.2 Manual State Management

Depending on the node’s state and history of events, a program may need to
(and typically does) behave quite differently in reaction to a certain event. In
other words, the actual reaction to an event not only depends on the event but
also on its context. This multiplexing between behaviors must be implemented
explicitly by the programmer. As a result, programmers must include additional
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management code, which obscures the program logic and is an additional source
of error.

In the previous Program 4.1, for example, replies from remote sensors should
only be regarded until the timeout expires and thus the timeout action is in-
voked. After the timeout event, no more changes to sum and num should be
made (even though this is not critical in the concrete example). To achieve this
behavior, the timeout action needs to communicate with the radio-message ac-
tion so that no more replies should be regarded. Manual state management is
highlighted in the program code. The desired behavior is enforced by introduc-
ing a (global) boolean flag sampling_active (line 3), which is set to indicate
the state of the aggregation operation. The flag is used in all three functions
(lines 6, 12, and 17). In the message action, the program checks whether the
timeout has occurred already and thus remote temperature values should no
longer regarded (line 12).

In general, programmers using the event-driven programming model must
manually manage the program state in order to be able to decide in which con-
text an action has been invoked. Based on that state information programmers
must multiplex the program’s control flow to the appropriate part of the action.
We call this manual state management. Coding the flow control manually re-
quires operating on state that is shared between multiple functions (such as the
flag sampling_active in our example). Again, this state needs to be managed
manually by the programmers. A general pattern for a well-structured imple-
mentation of context-sensitive event handling is shown in Program 4.2.

Accidental Concurrency

Manually managing the program state may lead to accidentally (re)starting
an event cascade, which we call accidental concurrency. In our example,
the initialization function init_remote_average() and the two actions
(message_hdl() and timeout_hdl() ) implement a single logical operation
that runs for some period of time (i.e., the aggregation phase). The parts of that
operation belong inherently together and it is implicitly expected that the en-
tire phase has been completed before it is started anew. However, our example
is prone to accidental concurrency. The event cascade implementing the aggre-
gation phase could be started anew with a call to init_remote_average()
(perhaps from an action handling incoming network packets for re-tasking the
node). Restarting the aggregation phase while a previously started aggregation
phase is still running will lead to unexpected behavior and thus impair the re-
liability of the program. In our example, the global variables sum and num will
be reset to zero, yielding an incorrect result for the previous instantiation of the
remote-average operation. The topic of accidential concurrency is closly related
to reentrant functions in multithreaded systems. Just like functions, most event
cascades are not reentrant when they rely on global variables to store “private”
state. In event-driven programming, however, global variables need to be used
often, as explained in the previous section.

Accidential concurrency is not limited to multiple instances of the same cas-
cade of events. Some locical operations (i.e., event cascades) may be mutually
exclusive or may need to be executed in a particular order. Events that occur
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Program 4.2: General pattern to implement context sensitive actions.

1 typedef enum {INIT, A, B, ... } state_t;
2 state_t state = INIT; // initial state
3

4 void event_handler_x {
5 switch( state ) {
6 case INIT:
7 // handle event_x in state INIT
8 state = ...; // set new state
9 break;

10 case A:
11 // handle event_x in state A
12 state = ...; // set new state
13 break;
14 case B:
15 // handle event_x in state B
16 state = ...; // set new state
17 break;
18 default:
19 // ...
20 }
21 }
22 void event_handler_y {
23 // ...
24 }

when the programmer was not expecting them (e.g., duplicated network mes-
sages or events generated by another action), however, will trigger their associ-
ated operation regardless. To enforce the correct behavior, programmers need to
manage contex information and need to code the program’s flow control explic-
itly.

In the event-driven model the reaction to an event cannot be specified with
respect to such context information. Instead an event always triggers its single
associated action. The event model does not provide any means against restart-
ing of such phases anew. (In fact, there is not even an abstraction to indicate
which parts of the code implement a single logical operation.) Special care must
be taken by programmers not to accidentally restart a cascade of actions. In oder
to be able to detect such errors, a defensive programmer would set a flag at the
beginning of the logical operation and check it in every action to trigger excep-
tion handling. For the example Program 4.1, this could be achieved by checking
whether every invocation of init_remote_average() ) has been followed by
a call to timeout_hdl() or otherwise ignore the invocation. The following ad-
ditional code implements a possible solution when inserted after line 5 of the
example:

if( sampling_active == TRUE ) {
return; // error, ignore

}
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Impaired Modularity and Extensibility

Now consider adding a new feature to the system, for example, for re-tasking
the node. Say, the new subsystem interprets a special network-message event,
which allows to configure which type of sensor to sample. Thus, the new sub-
system requires a message handler, such as the one in line 11 of Program 4.1.
Since each type of event always triggers the same action, both the sensing sub-
system and the new re-tasking subsystem need to share the single action for
handling network messages (message_hdl() in the example). The code frag-
ment in Program 4.3 shows a possible implementation. Generally, extending the
functionality of a system requires modifying existing and perfectly good code
in actions that are shared among subsystems. Having to share actions between
subsystems clearly impairs program modularity and extensibility.

Program 4.3: An action shared between two subsystems of a node (for aggre-
gating remote sensor values and re-tasking).

1 void message_hdl( MSG msg ) {
2 if( msg.type == RETASKING )
3 // re-tasking the node
4 // ...
5 else {
6 // aggregating remote values
7 if( sampling_active == FALSE ) return;
8 sum = sum + msg.value;
9 num++;

10 }
11 }

4.1.3 Summary

In the small toy example we have just presented, manual state and manual stack
management seems to be a minor annoyance rather than a hard problem. How-
ever, even in such a simple program as Prog. 3.5, a significant part of the code
(4 lines plus one to avoid accidental concurrency) is dedicated to manual flow
control. Even minor extensions cause a drastic increase in the required man-
agement code. As application complexity grows, these issues become more and
more difficult to handle. In fact, in our applications that implement complex
networking protocols (e.g., our Bluetooth stack), significant parts of the code are
dedicated to manual state and stack management. The code is characterized by
a multitude of global variables, and by additional code in actions to manage the
program flow. This code obscures the program logic, hampers the program’s
readability, and is an additional source of error.

In general, the event-driven programming model implies to structure the pro-
gram code into actions. Actions typically crosscut several logical operations (i.e.,
phases or subsystems), which hampers program modularity and extensibility.
If functionality is added to or removed from the software, several actions and
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thus subsystems are affected. Also, the event-driven programming model lacks
methods to hide the private data of program phases from other phases, which
also negatively effects the program structure and modularity. Finally, because
local variables cannot be used across multiple actions, the model makes it hard
to reuse memory, which results in memory inefficient programs. These symp-
toms of event-driven programs are by no means restricted to our event-based
programming framework for BTnodes. Similar issues can be found in program
examples for the popular TinyOS / NesC framework in [45] or for SOS in [52].

4.2 The Anatomy of Sensor-Node Programs

Most sensor-network programs and algorithms are structured along discrete
phases. An example where the composition of sensor-node programs into dis-
tinct, sequentially scheduled phases becomes particularly apparent is role as-
signment: The node only performs the single currently assigned role out of sev-
eral possible roles (see for example [42, 56, 98]. When a new role needs to be
assigned, the previous role is first terminated before the newly assigned role is
started.

In fact, a prime application of sensor networks is to detect certain states of
the real world, that is, phases during which a certain environmental condition is
met. In applications where the state detection is performed partly or entirely on
the sensor nodes (as opposed to in the background infrastructure based on the
information collected by sensor nodes) these real-world states are often mod-
eled discretely for the sake of simplicity. Detecting a change in the real-world
state then typically triggers a new phase in the sensor-node program in order
to react to the change in a state-specific manner. A typical reaction is to col-
lect additional information specific to the detected state and to notify the rest of
the sensor network of the detection. This phase continues until the real-world
state changes again, which is reflected by yet another phase change of the pro-
gram. Examples are a health monitor, which determines the stress state of a
human user to be high, normal, or low [55], an augmented mobile phone, which
automatically adapts it ring-tone-profile based on the detected phone context
(in-hand, on-table, in-pocket, and outdoors) [46], several tracking applications
(tracking target is detected or absent) [6, 100, 118], product monitoring (prod-
uct damaged or intact) [107], and cattle herding (animal is inside or outside of a
virtually fenced in region) [28].

4.2.1 Characteristics of a Phase

We have analyzed the source code of numerous programs and program frag-
ments (both from the literature as well as our own) if and how program phases
are reflected in the code. We have found that phases can indeed be identified in
program sources. The phases of programs and algorithms do share four com-
mon characteristics by which they can be recognized: (1) they run for a certain
period of time, during which they may need to handle several events, (2) their
beginning and end are typically marked by (one or several) specific events, (3)
they are strongly coupled, that is, the computational operations within a phase
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utilize a common and clearly defined set of resources, and (4) they start with
an initialization function where the (temporary) resources for the phase are al-
located and they end with a deinitialization function where the resources are
released again.

Individual phases have a strong internal coupling with respect to other
phases. Typically this means two things: Firstly, the computations belonging
to a phase operate on a common data structure that is private with respect to
other phases (though phases do typically communicate via small amounts of
shared data). And secondly, during a phase the program utilizes a well defined
set of resources, which may differ significantly from other phases. For example,
phases differ in the amount of computation taking place (CPU cycles), the size
of the data structures being used (memory), which sensors are being sampled
and at what rates, and whether the radio is actively sending, in receive mode, or
switched of entirely.

In the program code, the start of a phase is typically marked with an initializa-
tion function and ends with a deinitialization function (cf. [52]). In initialization,
the resources required by the phase are allocated and its data structures are set to
their initial values. Resource allocation can mean that memory for holding pri-
vate data structures is allocated, that timers are set up, and that sensors or the
radio are switched on. At the end of a phase, information computed during the
phase may be made available for use by other (i.e., concurrent or subsequent)
phases, for example, by saving it into a shared data structure. Then the phase’s
resources are released.

4.2.2 Sequential Phase Structures

In the previous section we have described the characteristics of an individual
phase. We will now describe the phase structure of sensor-node programs,
that is, typical and recurring patterns of how programs are constructed of in-
dividual phases. This description is based on the following running exam-
ple. Consider a monitoring application that samples an environmental param-
eter (e.g., the light intensity) at regular intervals and then immediately sends
the data sample to a dedicated sensor node. This simple application (some-
times named “Surge”, “sense and forward” or “sample and send”) is used with
minor modifications throughout the sensor-network literature to demonstrate
programming-framework features [8, 21, 45, 48, 52, 79] or to do performance
evaluations [36, 48, 79]. We will use this example and modifications of it to de-
scribe the phase structure of sensor-node programs. As a matter of fact, this
application is so simple that the code fragments found in the literature typically
treat the whole program as a single entity with a single data structure and all
initialization performed at the start of the program. Yet, we will gradually add
features and treat it like a full featured sensor-node program to explain program
structures with multiple phases and their interactions.

Surge Example 1
A simple version of Surge consists of four phases, which we will call
INIT, SAMPLE, SEND, and IDLE, as depicted in Fig. 4.1. The program
starts with the INIT phase, which performs the general system ini-
tialization. When the INIT phase is complete, the program enters the
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SAMPLE phase in order to start sampling. In order to save power the
sensor is generally switched off unless actually sampling. Therefore
the SAMPLE phase is initialized by switching on the sensor. When
the data sample is available, which may considerable time (e.g., for
GPS sensors), the sensor is switched off again. Then the SEND phase
is started. Similar to the SAMPLE phase the SEND phase first switches
on the radio, waits until a connection to the dedicated sink node is
established and then sends the data sample acquired in the previous
SAMPLE phase. When the reception of the data has been acknowl-
edged by the sink node, the radio is switched off again and the pro-
gram moves to the IDLE phase. In this initial version of the program
we ignore a failed send attempt (e.g, due to collisions or packet loss
on a noisy channel) and move to IDLE anyway. The IDLE phase does
nothing but wait for the start of the next interval, when the next cycle
of sampling and sending is restarted, that is, the program moves to
the SAMPLE phase again. In order to sleep for the specified time, a
timer is initialized upon entering the IDLE phase and then the CPU is
put into sleep mode. The node wakes up again when the timer fires
and the program moves to the SAMPLE mode again. In our exam-
ple, the sampling of the sensor in the SAMPLE state may need to be
scheduled regularly. Since both the sample and the send operation
may take varying amounts of time, the program needs to adjust the
dwell period in the IDLE phase. 2

IDLEStart INIT SAMPLE SEND

timeout(n)ackinit_done sample_done

Figure 4.1: A simple version of Surge with four program phases. In this version
a failure while sending the data sample is ignored.

Though this program is rather simple, it has many features of the complex
algorithms used in current sensor-node programs.

Sequential Composition

The four phases of the Surge program are all scheduled strictly sequentially.
From our analysis of sensor-node programs we conclude that typically the ma-
jority of logical operations (i.e., phases) are performed sequentially (though
there is a certain amount of concurrency, as we will discuss in Sect. 4.2.3).

Whenever the application at hand permits, architects of sensor-node pro-
grams seem to be inclined to schedule these phases sequentially rather then
concurrently. This holds true even for many fundamental system services, such
as network management, routing, device management, etc. This is in contrast to
traditional networks, where most of such services are performed permanently in
the background, often by dedicated programs or even on dedicated hardware.
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We think that the composition of sensor-node programs predominantly into
distinct, sequential phases has two main reasons: Firstly, sequential programs
are typically easier to master than concurrent programs, as they require little
explicit synchronization. And secondly, and even more importantly, the phases
of a sequential program do not require coordination of resources and can thus
utilize the node’s limited resources to the full, rather than having to share (and
synchronize) between concurrent program parts.

One difficulty of distinct, sequential program phases in the event-driven
model lies in the specification and the memory efficient storage of variables used
only within a phase. As we discussed earlier, such temporary variables must
typically be stored as global variables, with global scopes and lifetimes. From
the program code it is not clearly recognizable when a phase ends and thus the
variables’ memory can be reused.

Starting and Completing Phases

In sensor-network programs a phase often ends with the occurrence of a particu-
lar event, which then also starts the next phase. Often this event is an indication
that a previously triggered operation has completed, such as a timeout event
triggered by a timer set previously, an acknowledgment for a network message,
or the result of a sensing operation. So it can often be anticipated that a particular
event will occur, is often hard or impossible to predict when.

A phase may also end simply because its computation has terminated, like the
INIT phase in the previous example. Then the next operation starts immediately
after the computation. It may still be useful to view both phases as distinct
entities, particularly if one of them can be (re-)entered along a different event
path, as in the above example.

The specification of phase transitions in the event-driven programming model
poses the aforementioned modularity issue. Since the transition is typically trig-
gered by a single event, both the initialization and deinitialization functions
need to be performed within the single associated event handler. Therefore,
modifications to the program’s phase structure causes modifications to all event
handlers that lead in and out of added and removed phases.

Also, phase transitions incur manual state management if different phases are
triggered by the same event. Then the associated event handler must be able
to determine which phase’s initialization to perform. This can only be done
by manually keeping the current program state in a variable and checking the
previous state at the beginning of each action.

Repeated Rounds of Phases

Often phases of sensor-node programs are structured in repeated rounds. A
typical example is the cyclic “sample, send and sleep” pattern found in our ex-
ample application, as well as in many sensor-node programs described in the
literature. Examples where repeated rounds of distinct, sequentially scheduled
program phases are used are LEACH [55, 56], TinyDB and TAG [83, 84], and
many more.
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Choosing the next phase: Branching

Often there are several potential next phases in sensor-network programs. The
choice of the actual next phase then depends on an input event, the state of a
previous computation, or a combination of both. Also, a single phase may be
reachable through multiple paths, as in the following example.

Surge Example 2
Until now our Surge application ignored a failed sending attempt.
If sending fails, however, the program may decide to store the data
sample in a local buffer (rather then ignoring the failure). The mod-
ified program could then, for example, send the stored data sample
in the next round together with the new sample. An updated ver-
sion of the program is depicted in Fig. 4.2. In the new version, the
choice of the next phase from SEND depends on the event generated
by the send operation (nack or ack). Likewise, the IDLE phase may
be reached from two phases, namely SEND and STORE. 2

Start

STORE

IDLESENDINIT SAMPLE

init_done sample_done

ack

timeout
store_donenack

Figure 4.2: A more sophisticated version of Surge with five program phases. In
this program version a failure while sending the data sample is han-
dled by buffering the data locally. Note that the control flow branches
from the SEND phase depending on the events nack and ack.

Preemption

In sensor-node programs the occurrence of a certain event often interrupts (we
say it preempts) a sequence of multiple phases in order to start a new phase. That
is, if the event occurs in any phase of a sequence of phases, the control flow of
the program is transfered to the new phase.

Surge Example 3
Let us now consider yet another variation of the basic Surge pro-
gram, which is inspired by the modification of Surge as distributed
with TinyOS [125]. In this version we introduce a network-command
interface that allows a remote user to put the node in sleep mode by
sending a sleep message to it. The node then preempts all current
activities and sleeps until it receives a subsequent wakeup message.
This version of Surge is depicted in Fig. 4.3. 2

The dashed lines in Fig. 4.3 denote the preemption caused by the sleep event.
That is, the control is passed to the SLEEP phase from any of the phases SAMPLE,
SEND, and IDLE on the occurrence of the sleep event.
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SEND

NORMAL_OPERATION

IDLEINIT

SLEEP

SAMPLE

sample_done (n)ack timeout

init_done

wakeup sleep

Figure 4.3: The three program phases SAMPLE, SEND, and IDLE are preempted
by the sleep event.

The execution of the target phase of a preemption takes priority over the pre-
empted phases. Preemption is basically the same as what we have previously
called branching, only that preemption has a number of source phases (rather
then just one). Preemption is can be considered as handling of exceptions. The
phase to which control is transferred to may then be considered the exception
handler.

Specifying preemption in the event-model requires extensive state manage-
ment. The difficulty is two-fold: Firstly, on the occurrence of a preempting event,
the programmer must first deinitialize the phases that are to be preempted. Spe-
cial care must be taken if preemption is added during the redesign of a sensor-
node program. From our experience, proper deinitialization can be easily for-
gotten. And secondly, (future) events that are caused by computational opera-
tions performed before the preemption occurred must be actively ignored. For
example, in our example program the (n)ack event is caused by sending a data
sample. If the send operation has completed, but a sleep event is received next
(i.e., before the (n)ack event), the (n)ack event is nevertheless generated by the
OS and thus triggers the associated action. In this action, however, it needs to be
ignored. The code fragment in Prog. 4.4 shows a possible implementation of the
preemption in the event-driven model. The handler of the sleep event (lines 1-
14) implements the preemption. The preempted phases are deinitialized within
the switch statement (lines 3-11). The handler of the nack event first checks the
exceptional case when the program is in the SLEEP state (lines 16). Then the
nack event is ignored. If the program was coming from the SEND phase (which
is the regular case), it behaves as without preemption. Clearly, the complexity of
manual state management in the case of preemption is hard to handle for pro-
grammers. Even this short program is hard to write and even harder to read. To
deduce a programmers intention from the code is next to impossible.

Structuring Program Phases: Phase Hierarchies

In some cases, it is convenient to think of a set of sequentially composed phases
as a single, higher-level program phase. This implies that there is a hierarchy of
phases, where phases higher in the hierarchy (which we call super-phases) are
composed of one or more sub-phases. Our previous example, Fig. 4.3, is such a
case.
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Program 4.4: A code fragment showing the full deinitialization procedure that
needs to be performed on a preemption.

1 void sleep_hdl() {
2 // deinitialize previous phases
3 switch( sate ) {
4 case SAMPLE: ... // deinitialize SAMPLE phase: switch off sensor
5 break;
6 case SEND: ... // deinitialize SEND phase: switch off radio
7 break;
8 case IDLE: ... // deinitialize IDLE phase: reset timer
9 break;

10 default: ... // error handling
11 }
12 state = SLEEP;
13 // do sleep ...
14 }
15 void nack_hdl() {
16 if( state == SLEEP ) {
17 // ignore the nack event while in SLEEP
18 return;
19 }
20 // deinitialize the SEND phase: switch off radio
21 state = IDLE;
22 // perform initialization and operations for IDLE
23 }

The complete cycle of sampling, sending, and idling can be considered a phase
by itself, representing the period where the node performs its normal operation.
The new situation is depicted in Fig. 4.4, where we have indicated the super-
phase by surrounding the contained phases with a solid box. The new high-level
phase NORMAL_OPERATION is initially entered by the init_done event coming
from INIT phase. It may be re-started by the wakeup event after residing tem-
porarily in the SLEEP phase. NORMAL_OPERATION ends on the occurrence of
the sleep event. Then the high-level phase as well as all contained phases are
preempted and control is passed to the SLEEP phase.

Super-phases are a convenient mind model that allows to subsume a complex
subsystem into a single, less-refined subsystem. Hierarchical phase structures
help program architects to develop a clear and easy to understand model of
the program. These structures also foster communication about the model on
different levels of detail. It is easy to “abstract away” the details of a super-
phase (top-down view, see Fig. 4.5) or, on the contrary, to first focus only on the
details and building the system from the ground up (bottom-up view).

Super-phases typically have the same characteristics as uncomposed phases.
That is, the entire super-phase may have its own initialization and deinitial-
ization function, as well as data structures. Then, all sub-phases (i.e., all com-
posed phases) share that common data structure. The super-phases start when
a contained phase starts and ends when the last of the contained phases is left.
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SLEEP
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SENDSAMPLE

NORMAL_OPERATION
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sleepwakeup

sample_done (n)ack

init_done

timeout

Figure 4.4: A refinement of Fig. 4.3. The three phases SAMPLE, SEND, and IDLE
have been combined into the super-phase NORMAL_OPERATION.
The super-phase is preempted by the sleep event.

NORMAL_OPERATION
INIT

SLEEP

wakeup sleep

...

init_done

Figure 4.5: An abstraction of NORMAL_OPERATION from Fig. 4.4.

There may be a dedicated initial phase when starting the composed phase, as
the SAMPLE phase in our example (indicated by the arrow origination from a
circle). However, there may be several initial states, where the actual initial
state depends on the result of a previous computation, the event that caused
the start of the composed phase, or the phase from which control was passed
to the composed phase. The problem of implementing hierarchical phases in
the event-driven model is to correctly perform the (de)initialization functions
correctly and to track resource usage within sub-phases.

In the sensor-network literature there are several examples where authors de-
scribe their algorithms as hierarchical phases. The LEACH algorithm [56] (a
clustering-based communication protocol to evenly distribute the energy load
among the sensors in the network), for example, is described as being “broken
into rounds, where each round begins with a set-up phase [...] followed by a
steady-state phase”. The set-up phase is further composed of three sub-phases
called advertisement, cluster set-up, and schedule creation.

Phase-Bound Lifetime and Scope of Data Structures

Sensor-node programs often operate on data structures that are temporary in
nature. That is, the use of such data structures (just like other resources) is typi-
cally closely tied to a phase or a sequence of multiple phases; the structures are
accessed only during certain phases of the program. Typically, programs use
several data structures in different phases, that is, they have different lifetimes.
A challenge in programming sensor nodes is the efficient management of data
structures, since memory is one of the highly-constraint resources. That means
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that programmers typically strive to constrain the lifetime of data structures to
those program phases in which they are actually needed. To summarize, the
lifetime of temporary data structures must extend to all phases that share the
data, but should not extend beyond those phases. That is, after the data struc-
tures are no longer needed, the memory should be released in order to recycle
the memory in distinct phases.

In our example, the SAMPLE and SEND phases both need access to the sam-
pled data, which may have an arbitrary complex in-memory representation de-
pending on the sensor and application. Therefore, the lifetime of the data sample
must extend to both the SAMPLE and SEND phases. After sending the value the
data becomes obsolete. The memory for the data could be reused in subsequent
phases. Since in our example the IDLE phase does not have extensive memory
requirements, there would be not much point. In real-world sensor-node pro-
grams, however, memory reuse is imperative.

Again, in LEACH [56], for example, individual phases with seizable mem-
ory requirements alternate. The operation of each sensor node participating
in the LEACH algorithm is broken up into rounds, where each round begins
with a cluster-organization phase, followed by a data-aggregation, and data-
forwarding phase. In the cluster-organization phase each node collects a list
of all network neighbors annotated with various information, such as received-
signal strength. In a dense network, this list can be of considerable size. During
the phase, each node chooses a cluster head and may become one itself. After
completion of the phase, only the identity of the cluster head is required, the
neighbor list however has become obsolete and can be freed. The outcome of
the cluster-organization phase is shared with the rest of the program by means of
shared memory. Every node that has become a cluster head then starts collecting
data samples from their slaves, aggregates the received data, and finally sends
the aggregate to its own cluster head, whose identity has been kept from the
cluster-organization phase. Here, releasing the temporary data structure (i.e.,
the neighbor list) frees up memory that might be required during data collec-
tion and aggregation.

In the event-driven programming model programmers have two alternatives
to store such temporary data: global variables and dynamic memory. As we
have previously shown in Sect. 4.1, both approaches have severe drawbacks.

4.2.3 Concurrency

While sensor-node programs are often geared towards sequential operation, it
may still be necessary or convenient to run some operations concurrently. Proba-
bly the most common concurrent activities performed by sensor-node programs
are sampling and maintenance tasks, such as network management. For ex-
ample, in EnviroTrack [6], a group-based protocol for tracking mobile targets,
sensing runs concurrently to group management.

As we pointed out in a previous chapter, in sensor-node programming, con-
currency is typically a purely logical concept because sensor nodes are single-
processor systems. Concurrency is a descriptive facility for the programmer to
describe self-contained and concurrently executing parts of the system in indi-
vidual programmatic entities, without having to care about their actual execu-
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tion. The system software takes care of scheduling these entities so that they
appear to run concurrently, while they are actually scheduled sequentially on
the single processor in time multiplex.

The event-driven programming model has no notion of concurrency, such as
the thread abstraction in multi-threaded programming. Indeed, it does not even
have a programming abstraction to group together the logical operations and
self-contained system parts. As we have discussed in the previous sections, de-
spite the lack of a dedicated programming abstraction, sensor-node program-
mers tend to think and structure their programs in terms of hierarchical phases.
The phase model lends itself well to modeling concurrent program parts.

Example Surge 4
Let us consider a final addition to our Surge program, which is in-
spired by the ZebraNet application [81]. Every node in ZebraNet
runs of a battery that is recharged using solar cells. Since normal op-
eration draws more power than the solar cells can supply, just before
the battery is empty the node goes into sleep mode and recharges
the battery. In ZebraNet this behavior is implemented by regularly
checking the remaining battery level. Should it drop below a certain
threshold, the node initiates charging, during which normal opera-
tion is suspended.

Checking the battery status and charging can be considered two
distinct program phases, as depicted in Fig. 4.6. These phases,
CHECK and CHARGE, may have multiple sub-phases each. Com-
bined into the BATTERY_OPERATION super-phase) they run concur-
rently with the ENVIRONMENT_MONITORING super-phase (i.e., the
rest of the system with the exclusion of the IDLE phase). 2

INIT

SLEEP

IDLE

NORMAL_OPERATION

CHARGECHECK

SENDSAMPLE

sample_done (n)ack timeout

ENVIRONMENT_MONITORING

batt_empty
BATTERY_OPERATION

......

init_done

wakeup sleep

batt_full

Figure 4.6: A version of Surge with two concurrent phases ENVIRON-
MENT_MONITORING and BATTERY_OPERATION.
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Interaction Between Phases: Local Communication

Typically the various concurrent phases of sensor-node programs do need to
communicate. They run mostly independently of each other (after all, that was
the reason why to model them as concurrent phases), but from time to time,
they may still require some synchronization. In sensor node programs two prin-
cipal methods of communication between concurrent phases are used: commu-
nication with generated events and transmitting information in data structures
residing shared memory. The latter form is associated with polling while the for-
mer is associated with handling event notifications, the basic concept of event-
driven programming.

Synchronization with Events. In our example as depicted in Fig. 4.6, when-
ever the battery needs recharging the program enters the CHARGE state. To
suspend normal operation when recharging, the battery subsystem needs to
communicate with the concurrent monitoring subsystem. There are two pos-
sibilities of how to synchronize the two concurrent subsystems with events:
Firstly, the monitoring subsystem is programmed to react to batt_empty events
by preempting normal operation and by going to sleep. The second possibility
is to generate a sleep event when making the transition from checking to charg-
ing in the battery subsystem. Likewise, whenever a remote user instructs the
node to enter sleep mode through the network-command interface, the node
could (and should) start charging the battery. In this example, the phases ENVI-
RONMENT_MONITORING and BATTERY_OPERATION are synchronized directly
through events, their sub-phases (NORMAL_OPERATION and SLEEP as well as
CHECK and CHARGE) progress in lock step.

Synchronization with Shared Memory and Events. Concurrent phases can com-
municate using shared memory. To avoid polling, shared-memory communica-
tion is often initiated by an event notification. Only after receiving a notification
the program reads a shared memory location. In our BTnode system software,
for example, the Bluetooth driver can be considered as running concurrently to
the user application. The user application relies on notifications by the Bluetooth
driver to indicate network-state changes, such as remote connection establish-
ment or link failure. The driver does so by generating an event specific to the
state change. In the user program the generated event then triggers a reaction.
The user program typically requires more information about the event (such as
the identity of the connecting node or the identity of the failed link destina-
tion). This information can be be accessed through shared memory, concretely,
through a shared connection table, a data structure which is maintained by the
Bluetooth driver but can be accessed by the application as well.

The Absence of Dynamic Task Creation

In our study of existing sensor-node programs we have found several examples
where program phases run concurrently. But we have not found programs that
require the dynamic creation of (a previously unknown number of) tasks. Multi-
threading environments are often motivated with a Web-server example, where
individual HTTP-requests are serviced by a separate and possible dynamically
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created threads. (cf. [108, 115]). In such situations, the number of active tasks at
any point during runtime is not known at compile time.

In sensor networks, however, programs are modeled with a clear conception
how of many concurrent subsystems (i.e., program phases) there are and when
they are active during the runtime of the program. The only circumstances
where we did find a form of dynamic creation of concurrent program phases
where errors in the program specification, such as those described as accidental
concurrency in Sect. 4.1.

4.2.4 Sequential vs. Phase-Based Programming

Most algorithms are described as hierarchical and concurrent phases in the WSN
literature. However, since there are no adequate programming abstractions and
language elements to specify phases in actual programs, it is typically very hard
to recognize even a known phase structure of a given program.

In many respects the phases of sensor-node programs are comparable to func-
tions of a sequential, single threaded program. Sequential programs are com-
posed of function hierarchies, whereas sensor node programs are composed of
phase hierarchies. Functions may have private data structures (typically speci-
fied as local variables) but may also operate on shared data (the local variables
of a common higher function hierarchy or global variables). Program phases of
sensor-node program also have these private and shared data structures, how-
ever, programming abstractions to specify them are missing.

The main difference of functions and phases is that the duration of a func-
tion is typically determined by the speed of the CPU, whereas the duration of a
phase mostly depends on the occurrence of events, which may happen unpre-
dictably. Preemption in sensor-node programs can best be compared to excep-
tion handling of object-oriented languages. In object-oriented programming, an
exception may unroll a hierarchy of nested methods calls to trigger an exception
handler on a higher hierarchy level. Likewise, in phase-based sensor-node pro-
grams, an event may preempt a hierarchy of nested phases (i.e., sub-phases) and
trigger a phase on a higher hierarchy level.

4.3 Extending the Event Model: a State-Based
Approach

In this chapter we have laid down why the event-driven model is inadequate
to model and specify real-world sensor-node applications. The fundamental
reasons for this inability are manual state and manual stack management, that
is, the need for programmers to meticulously specify the program’s control flow
and memory management. However, to be suitable for real-world application
programming, a sensor-node programming model must be expressive enough
to easily and concisely specify the anatomy of sensor-node programs, requiring
neither manual state management, nor manual stack management.
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4.3.1 Automatic State Management

First off all, to avoid manual state management, a sensor-node programming
model requires an explicit abstraction of what we have presented as phases: a
common context in which multiple actions can perform. Furthermore it requires
mechanisms to compose phases sequentially, hierarchically, and concurrently.

A natural abstraction of program phases are states of finite state machines
(FSM). Finite state machines—in their various representations—have been ex-
tensively used for modeling and programming reactive embedded systems. Re-
active embedded systems share many of the characteristics and requirements of
sensor nodes, such as resource efficiency and complex program anatomies.

Particularly the Statecharts model and its many descendants have seen
widespread use. The Statecharts model combines elements form the event-
driven programming model (events and associated actions) as well as from fi-
nite state machines (states and transitions among states). To these elements it
adds state hierarchy and concurrency. As such, the Statecharts model is well
suited to describe sensor-node programs. Statecharts can help to solve the man-
ual state-management issues. Particularly, it allows to specify the program’s
control flow in terms of the model’s abstractions (namely transitions between
possibly nested and concurrent states), rather then requiring the programmer to
specify the control flow programmatically. Indeed, we have already used the
graphical Statechart notation to illustrate the flow of control through phases in
the examples throughout this chapter. The Statechart model builds the founda-
tion for our sensor-node programming model, which we will present in the next
chapter.

4.3.2 Automatic Stack Management

However, neither the Statecharts model nor any of its descendants do solve the
issue of manual stack management. As we have detailed previously, phases of
sensor-node programs have associated data state. Statecharts and Statechart-
like models typically do not provide an abstraction for such data state. The few
models which do, however, lack a mechanism to manage such state automati-
cally, that is, to initialize the data state upon state entry (e.g., by allocating and
initializing a state specific variable) and to release it upon exit. The same holds
for all (de)initializations related to phases, such as setting up or shutting down
timers, switching on or off radios and sensors, etc. In general, Statechart and
descendant programming models do not support the (de)initialization of states.

To fix these issues, we propose to make two important additions to the basic
Statechart model: Firstly, states have dedicated initialization and deinitialization
functions. These functions are modeled as regular actions. They are associated
with both a state and a transition, and are executed within the context of the
associated state. Secondly, states can have associated data state. This state can
be considered as the local variables of states. The lifetime and scope of state
variables are bound to their state. State variables are an application of general
(de)initialization functions: data state is allocated and initialized in the state’s
initialization function and released upon the state’s exit in its deinitialization
function. (In our proposed model however, initialization and release of state
variables is transparent to the programmer.) However, state variables are more



4.3. Extending the Event Model: a State-Based Approach 81

than semantic sugar: modeling data state with the explicit state-variable abstrac-
tion allows compile-time analysis of the program’s memory requirements and
only requires static memory management for their implementation in the system
software—two invaluable features for sensor-node programing.
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5 The Object-State Model

In the previous chapter we have described the issues of the event-driven pro-
gramming model, namely manual state management and manual stack manage-
ment. These issues often lead to memory inefficient, unstructured, and unmod-
ular programs. Also, we have argued that the way programmers think about
their applications (what we might call the mind model of an application) does
not translate very well into the event-driven programming model. Concretely,
we have diagnosed the lack of a programming abstraction for program phases,
which allows to structure the program’s behavior and data state along the time
domain.

In this chapter we will present the OSM state-based model, which we have
designed in order to attack these problems. OSM allows to specify sensor-node
programs as state machines, where program phases are modeled as machine
states. OSM is not a complete departure from the event-driven programming
model. Rather, OSM shares many features of the event-driven model. Just as
in the event-driven model, in the OSM model progress is made only on the oc-
currences of events. Likewise, computational actions in OSM are specified as
actions in a sequential programming language, such as C. And just as in the
event-driven model, OSM actions run to completion.

We like to see OSM as an extension of the event-driven model with state-
machine concepts. The first of the two main advancements of OSM over the
event-driven model is that it allows to specify the control flow of an applica-
tion on a higher abstraction level, saving the programmer from manual state
management. Through the explicit notion of states, the association of events
to actions is no longer static. Rather, the program’s current machine state de-
fines the context in which an action is executed. As a result, OSM programs can
be specified in a more modular and well-structured manner. The second ad-
vancement of OSM are state variables, which save programmers from manually
managing temporary data state (i.e., manual stack management). State variables
allow to attach data state to explicitly-modeled program states. As the scope and
lifetime of state variables is limited to a state (and its substates), the OSM run-
time environment is able to automatically reclaim the variable’s memory upon
leaving the state. As a result, OSM programs are generally more memory ef-
ficient than conventional event-driven programs. In the following subsections
we will introduce OSM and informally define its execution model. We have al-
ready presented a preliminary version of OSM in [74]. The version presented
here has undergone some refinements and minor extensions. In Sect. 5.1 we will
present well-known state machine concepts on which OSM is built. In Sect. 5.2
we present the basic form of OSM state machines. We explain how the real-time
requirements of sensor-node programs map to the discrete time model of state
machines in Sect. 5.3. In Sect. 5.4 and Sect. 5.5, respectively, we will present
hierarchy and concurrency as a more advanced means to structure OSM state
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machines. State variables are explained in Sect. 5.6. Finally, in Sect. 5.7 we
summarize the chapter.

5.1 Basic Statechart Concepts

The semantics and representation (i.e., language) of OSM are based on finite
state machines (FSMs) as well as concepts introduced by Statecharts [53] and its
descendants. Hence, before discussing OSM in the next sections of this chapter,
we briefly review these concepts this section.

Finite state machines are based on the concepts of states, events, and transitions.
A FSM consists of a set of states and a set of transitions, each of which is a
directed edge between two states, originating form the source state and directed
towards the target state. A machine can only be in one state at a time. Transitions
specify how the machine can proceed form one state to another. Each transition
has an associated event. The transition is taken (it “fires”) when the machine
is in the transition’s source state and its associated event occurs. FSMs can be
thought of as directed, possibly cyclic graphs, with nodes denoting states and
edges denoting transitions.

Statecharts enhance basic FSMs with abstractions in order to model and spec-
ify reactive computer programs. As in event-based programming, Statecharts
introduce actions to finite state machines in order to specify computational
(re)actions. Conceptually, actions are associated either with transitions or with
states. For the definition (i.e., implementation) of actions, most programming
frameworks based on Statechart models rely on a host language, such as C. Even
though a program could be fully specified with those four concepts explained
above, [53] argues that the representation of complex programs specified in this
naive fashion suffers from state explosion. To alleviate this problem, Statecharts
introduce hierarchy and concurrency to finite state machines. A state can subsume
an entire state machine, whose states are called substates of the composing state.
The composing state is called superstate. This mechanism can be applied recur-
sively: superstates may themselves be substates of a higher-level superstate. The
superstate can be seen as an abstraction of the contained state machine (bottom-
up view). The state machine contained in the superstate can also be seen as a
refinement of the superstate (top-down view). Though a superstate may contain
an entire hierarchy of state machines, it can be used like a regular (i.e., uncom-
posed) state in any state machine. Finally, two or more state machines can be
run in parallel, yet communicate through events. State machines that contain
neither hierarchy nor concurrency are called flat.

A concept which has received little attention so far are state variables, which
hold data that is local to a state or state hierarchy. Most state-based models do
not provide an abstraction for data state but instead rely entirely on variables
of their programming framework’s host language. In the few other models that
encompass variables, the variable scope and lifetime is global to an entire state
machine.

OSM is based on the conceptual elements presented in the previous section,
namely states, events, actions, and state variables. However, OSM differs sig-
nificantly from Statecharts and its derivates in the semantic of state variables as
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well as actions. These semantics are fundamental for mitigating the problems
of the event-driven model for sensor-node programming. Therefore, applying
existing state-based models to the domain of sensor networks would not be suf-
ficient.

5.2 Flat OSM State Machines

Fig. 5.1 illustrates a flat state machine in OSM. In practice, OSM state machines
are specified using a textual language, which we will present in Chap. 6. Here
we will use a graphical notation based on the graphical Statechart notation for
clarity.

int varC

A B

e f

outA() inB() outB() inC()
int varA int varB

inA() C

Figure 5.1: A flat state machine.

The sample OSM state machine depicted in Fig. 5.1 consists of three states A,
B, and C. In the graphical notation, states are denoted by rounded rectangles.
The initial state—the state in which the execution of the state machine begins—
is denoted by an arrow sourced in a small circle. In the example, A is the initial
state.

5.2.1 State Variables

To each of these states, an integer variable varA, varB, and varC is attached,
respectively. These so-called state variables are a distinct feature in OSM. The
scope of state variables is confined to their associated state (and all its substates,
if any, see Sect. 5.6). OSM supports both primitive data types (e.g., integer types,
characters) as well as structured data types (e.g., arrays, strings, records) in the
style of existing typed programming languages, such as C.

5.2.2 Transitions

In the example, transitions exist between states A and B (triggered by the oc-
currence of event e) and between states B and C (triggered by the occurrence
of event f ). In OSM, events may also carry additional parameters, for example,
sensor values (not depicted here). Each event parameter is assigned a type and
a name by the programmer. Actions can refer to the value of an event parameter
by its name. Typically, a transition is triggered by the event that the transition is
labeled with. Additionally OSM allows to guard transitions by a predicate over
event parameters as well as over the variables in the scope of the source state.
The transition then only fires if the predicate holds (i.e., evaluates to true) on the
occurrence of the trigger event.
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5.2.3 Actions

In the sample state machine each transition between two states has two associ-
ated actions. The transition between A and B, for example, is tagged with two
actions outA() and inB(). In OSM, each action is not only associated with a tran-
sition or a state (as in regular Statechart models) but with both, a transition and
with either the source or the target state of that transition. Actions can access the
variables in the scope of their associated state. Actions associated with a tran-
sition’s source state are called exit actions (such as outA() in the example) while
actions associated with the target state are called entry actions. Entry actions can
be used to initialize the data state (i.e., state variables) and other (hardware) re-
sources of the program phase that is modeled by the target state. Entry, exit, or
both actions, as well as their parameters could also be omitted.

Let us now consider the transition between A and B in more detail, which is
tagged with two actions outA() and inB(). When the transition fires, first outA()
is executed and can access e and variables in the scope of state A. Then, after
outA() has completed, inB() is executed and can access e and variables in the
scope of state B (i.e., varB). If source and target states of a transition share a
common superstate, its variables can be accessed in both actions.

Initial states can also declare entry actions, such as inA() of state A in the
example. Such actions are executed as soon as the machine starts. Since there is
no event associated with the entrance of the initial state, inA() can only access
the state variable of A, that is, varA.

5.3 Progress of Time: Machine Steps

Finite state machines imply a discrete time model, where time progresses from
t to t + 1 when a state machine makes a transition from one state to another.
Consider Fig. 5.2 for an example execution of the state machine from Fig. 5.1. At
time t = 0, the state machine is in state A and the variable varA exists. Then,
the occurrence of event e triggers a state transition. The action outA() is still
performed at t = 0, then time progresses to t = 1. The state machine has then
moved to state B, variable varB exists and the action inB() is executed. When
event f occurs, outB() is performed in state B, before time progresses to t = 2.
The state machine has then moved to state C, variable varC exists and the action
inC() is executed. The discrete time of OSM state machines is associated with
the occupancy of states.

execute inA()

in state C
varC exists 

execute inC()

0 1 2 discrete time

execute outA()

varB exists
in state B

execute outB()
execute inB()

in state A
varA exists

Figure 5.2: Discrete time.

Approaching time from the perspective of a sensor network that is embed-
ded into the physical world, a real-time model seems more appropriate. For
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inA() outA() inB() outB() inC()

e f

discrete time0

start

state Cstate B

lifetime varB lifetime varClifetime varA

state A

real time

21

Figure 5.3: Mapping real-time to discrete time.

example, sensor events can occur at virtually any point in time, and actions and
transitions require a finite amount of real-time to execute. Hence, it becomes
also important in which order actions are executed. Essentially, we are faced
with the issue of interfacing the discrete time model of state machines with the
real-time model of sensor networks. We will discuss this interface in this and
the subsequent sections.

Inspired by traditional event-based programming models, actions are consid-
ered atomic entities that run to completion without being interrupted by the
execution of any other action. Fig. 5.3 illustrates the mapping of real-time to dis-
crete time, the respective states and variable lifetimes. Since the execution of ac-
tions consumes a non-zero amount of real time, events may arrive in the system
while some action is currently being executed. Those events cannot be handled
immediately and must be stored temporarily. Therefore, arriving events are al-
ways inserted into a FIFO queue using the queue’s enqueue operation. Whenever
the system is ready to make the next transitions, that is, when all exit and entry
actions have been completed, the system retrieves the next event from the queue
(using the dequeue operation) in order to determine the next transition.

While state transitions are instantaneous in the discrete time model, they con-
sume a non-zero amount of real time. The entire process of making a state tran-
sition is called a state-machine step. A step involves dequeuing the next event,
determining the resulting transition(s), executing the exit action(s) of the cur-
rent state(s), and executing the entry action(s) of the subsequent state(s). Also,
in actions, events may be emitted programmatically, which are inserted into the
event queue. A step always results in the progression of discrete time. Except
for self-transitions, steps always lead to state changes. If the event queue still
holds events after completing a step, the next step starts immediately. If, how-
ever, the event queue is empty after competing a step, the system enters sleep
mode until the occurrence of the next event.

5.3.1 Non-determinism

OSM state machines may exhibit non-deterministic behavior, a characteristic is
shares with other event-based systems. The reason for this non-determinism
is that the exact sequence of steps performed not only depends on the reception
order of input events but also on their timings and on the duration of performing
a step. The amount of real-time consumed by a step depends on three factors:
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the implementation of the underlying system software (for event handling and
determining transitions), the actions involved in the step (which may require
more or less computation), and the speed of the executing processor.

t1
t2

A B
e

D

inB()

C

Figure 5.4: State machines that programmatically emit events may exhibit non-
deterministic behavior. The event e, which is emitted by inB(), may
be inserted before or after an event t2 depending on the execution
speed of the action.

t2

state A state B state C

real time

real time

state D

start

inB()

t1 e

inB()

t1 t2start

10
discrete time

e

state Bstate A

2

Figure 5.5: Non-determinism in OSM: the order of state transitions (and thus
the invocation order of actions) may depend on the execution speed
of (previous) actions. The top part of the figure depicts a possible run
of the OSM state machine in Fig. 5.4 on a fast processor, the bottom
part on a fast processor.

Consider, for example, two runs of the state machine depicted in Fig. 5.4. The
machine has a single computational action inB(), which programmatically emits
an event e. Let us now consider two runs of that state machine on sensor nodes
having processors with different speeds. In both runs two input events (t1 and
t2) are triggered externally, exactly t1 and t2 time units from the start of the ma-
chine. The top part of Fig. 5.5 depicts a possible result on the faster processor,
while the bottom part of the figure depicts a possible result on the slower pro-
cessor. On the faster processor, inB() terminates earlier and e is inserted into the
queue before the occurrence of t2, whereas on the slower processor inB() only
terminates after the occurrence of t2 and thus t2 is inserted first. Thus, both runs
end up in different states. State C is reached on the fast processor and state D is
reached on the slow processor.
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Note that OSM’s nondeterminism does not stem from its transitions seman-
tics, which are unambiguous. Rather, nondeterminism is introduced by race
conditions when programmatically emitting events. Such events may be in-
serted into the event queue before or after a externally-triggered event, depend-
ing on the processor’s execution speed. Also note that event-driven programs
exhibit non-deterministic behavior for the same reason.

A possible solution to this kind of non-determinism would be to always insert
programmatically-emitted events at the beginning rather than the end of the
event queue. This way there would be no race conditions between internally
and externally emitted events. However, this behavior is in conflict not only
with the event-driven model, where events are often use to trigger some low-
priority action at a later time. It may also be in conflict with the synchronous
execution model. In the synchronous model, where the output from the system
is always synchronous to its input, the programmatically-emitted event as well
as the original input event (events e and t1 in the example, respectively) would
have to be concurrent. This could to a situation where the original transition
would have not been triggered, namely if the source state had a higher-priority
transition triggered by the programmatically emitted event.

5.3.2 Processing State Changes

A principal problem of all programs dealing with external inputs is that the
internal program state may not represent the state of the environment correctly
at all times. That is because real-world events require some time until they are
propagated through the system and are reflected in the system’s internal state.
This is particularly true when events are propagated through network messages
or are being generated from sensor input through multiple stages of processing.
This is a principle problem and applies to the event-driven, the state-based, and
the multi-threaded programming model alike.

Consider the case where the program is writing to an already closed network
connection because the disconnect event has not been processed (for example,
the network packet containing the disconnect request has not completely re-
ceived or the disconnect event is lingering in the queue). In this case the program
would still consider the connection to be open and may try to send the data over
already closed connection.

The actual problem is that programmers must handle those cases, which typ-
ically result in errors. As these cases typically occur only rarely, they are hard to
test systematically and may be forgotten entirely during program design. From
our experience, error handling of these cases can become very complex. How-
ever, if they occur and error handling fails, the node may crash or enter some
undefined state.

5.3.3 No Real-Time Semantics

The OSM model is not a real-time model—it does not allow to specify deadlines
or analyze execution times. It neither has means to quantify execution times nor
can they be specified by the programmer of OSM state machines.
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5.4 Parallel Composition

An important element of OSM is the support for parallel state machines. In a
parallel composition of multiple flat state machines, multiple states are active at
the same time, exactly one for every parallel machine. Let us consider an exam-
ple of two parallel state machines, as depicted in Fig. 5.6. (This parallel machine
is the flat state machine from Fig. 5.1 composed in parallel with a copy of the
same machine where state and variable names are primed.) At every discrete
time, this state machine can assume one out of 9 possible state constellations
with two active states each—one for each parallel machine. These constellations
are A|A′, A|B′, A|C ′, B|A′, B|B and so forth, where A|A′ is the initial state con-
stellation. For simplicity we sometimes say A|A′ is the initial state.

Parallel state machines can handle events originating from independent
sources. For example, independently tracked targets could be handled by paral-
lel state machines. While events are typically triggered by real-world phenom-
ena (e.g., a tracked object appears or disappears), events may also be emitted by
the actions of a state machine to support loosely-coupled cooperation of parallel
state machines.

Besides this loose coupling, parallel state machines can be synchronized in the
sense that state transitions of concurrent machines can occur concurrently in the
discrete time model. In the real-time model, however, the state transitions and
associated actions are performed sequentially.

int varC’

int varC

C

C’

A B

e f

outA() inB() outB() inC()

e f

A’ B’

int varA int varB

int varB’int varA’
inB’() inC’()outA’() outB’()

Figure 5.6: A parallel composition of two flat state machines.

The parallel state machines of Fig. 5.6 are synchronized through events e and
f , which trigger transitions in both concurrent machines. Fig. 5.7 shows the
mapping of real-time to discrete time at discrete time t = 1. After discrete time
has progressed to t = 1 on the occurrence of e, all entry actions are executed in
any order. When event f arrives, all exit actions are performed in any order.

5.4.1 Concurrent Events

Up to now, each event has been considered independently. However, in the
discrete time model, events can occur concurrently when concurrent machines
programmatically emit events in a synchronized step. For example, when paral-
lel state machines emit events in exit actions when simultaneously progressing
from time t = 1 to t = 2 (see Fig. 5.7), the emitted events have no canonical or-
der. The event queue should preserve such unordered sets of concurrent events,
rather than imposing an artificial total ordering on concurrent events by insert-
ing them one after another into the queue. For this purpose, the event queue
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Figure 5.7: Possible mapping of real-time to discrete time for parallel machines.

of OSM operates on sets of concurrent events rather than on individual events.
All elements of a set are handled in the same discrete state-machine step. The
enqueue operation takes a set of concurrent events as a parameter and appends
this set as a whole to the end of the queue. The dequeue operation removes the
set of concurrent events from the queue that has been inserted earliest. When-
ever the system is ready to make a transition, it uses the dequeue operation to
determine the one or more events to trigger transitions.

All events emitted programmatically in exit and entry actions, respectively,
are enqueued as separate sets of events, even though they are emitted during
the same state machine step. That is, each state-machine step consumes one set
of events, and may generate up to two new sets: one for events emitted in exit
actions and another set for events emitted in entry actions. Clearly, the arrival
rate of event sets must not be larger than the actual service rate, which is the
responsibility of the programmer.

5.4.2 Progress in Parallel Machines

The execution semantics of a set of parallel state machines can now be described
as follows. At the beginning of each state-machine step, the earliest set of con-
current events is dequeued unless the queue is empty. Each of the parallel state
machines considers the set of dequeued (concurrent) events separately to de-
rive a set of possible transitions. Individual events may also trigger transitions
in multiple state machines. Similarly, if multiple concurrent events are avail-
able, multiple transitions could fire in a single state machine. To resolve such
ambiguous cases, priorities must be assigned to transitions. Only the transition
with the highest priority is triggered in each state machine. Actions are executed
as described in Sect. 5.3. The dequeued set of concurrent events is then dropped.

5.5 Hierarchical Composition

Another important abstraction supported by OSM are state hierarchies, where
a single state (i.e., a superstate) is further refined by embedding another state,
state machine (as depicted in Fig. 5.8 (a)) or multiple, concurrent state machines
(as depicted in Fig. 5.8 (b)). Just as uncomposed states, superstates can have
state variables, can be source or target of a transition, and can have entry and
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exit actions defined. Note, however, that unlike Statecharts, in OSM transitions
may not cross hierarchy levels. (Although transitions across hierarchy levels
may give the programmer more freedom in the specification of actual programs,
we believe that this feature impairs modularity.)

The lifetime of embedded state machines starts in their initial state when their
superstate is entered. The lifetime of embedded state machines ends when their
superstate is left through a transition.

The lifetime of state variables attached to a superstate is bound to the life-
time of that superstate. The scope of those variables recursively extends to
all substates. In other words, an action defined in a state can access the vari-
ables defined in that state plus the variables defined in all of its superstates.
State variables in hierarchically-composed state machines are further discussed
in Sect. 5.6.

As in parallel state machines, in hierarchical state-machines multiple states
are active at the same time. The constellation of active states contains the hierar-
chy’s superstate plus a single state or state constellation (in the case of parallel
machines) on every hierarchy level. The active constellation of a state machine
can be represented as a tree, either graphically or textually. For example, start-
ing from the initial state A, the state machine depicted in Fig. 5.8 (a) assumes the
state constellation B(D) after receiving event e. In B(D), both states B and D
are active and D is the substate of B. The state machine depicted in Fig. 5.8 (b)
assumes the state constellation B(D|F ) in the same situation.
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bedded into state B
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(b) A parallel state machine embedded
into state B

Figure 5.8: Hierarchies of state machines

5.5.1 Superstate Entry

When a superstate is entered (either through a transition or at the start of the
machine), also the initial state of the embedded state machine is entered in the
same atomic step. If the initial state of the embedded state machine is refined
further, this applies recursively. Fig. 5.9 illustrates the mapping of real-time to
discrete time of the state machine depicted in Fig. 5.8 (b) while progressing from
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the initial state A to the state constellation B(D|F ). For this example, assume
that each transition has both an exit and entry action named outS() and inT (),
respectively, where S is a placeholder for the transition’s source state and T is a
placeholder for the transition’s target state. On the occurrence of event e, the exit
action of state A is executed, still at discrete time t = 0. Then the discrete time
advances to t = 1 and the state constellation B(D|F ) is entered. With becoming
active, the entry action of each state of the active constellation is executed. Entry
actions of states higher in the hierarchy are invoked before those of states lower
in the hierarchy. Entry actions of states on the same hierarchy level (that is, entry
actions of states of parallel machines) are executed in any order, as described in
Sect. 5.4.2.

inF()outA()inA() inB() inD()

discrete time

real time

0 1

D

F

start e

A B

Figure 5.9: Mapping of real-time to discrete time when entering the constellation
B(D|F ) of the state machine depicted in Fig. 5.8 (b) from state A.

5.5.2 Initial State Selection

Up to now we have only considered state machines with a single initial state on
each hierarchy level. However, OSM state machines may have multiple poten-
tial initial states per level, of which exactly one must be selected upon superstate
entry. Which of the potential initial state is actually selected depends on a con-
dition that can be specified by the programmer. In OSM, these conditions are
modeled as guards. In the graphical version of OSM, these guards have an in-
tuitive representation: they are placed on the transitions from the small circle to
the initial states. Fig. 5.10 illustrates the conditional entry to one of the substates
D and E of superstate B. Which of B’s substates is actually entered depends
on the value of a. If a = 1, substate D is entered, E otherwise. Note that it is
not possible to prevent or delay substate entry. If a superstate is entered, exactly
one of its substates must be entered. Therefore the guard conditions must be
discrete.

As regular guards are initial state conditions, they may be composed of ex-
pressions over state variables in scope, (side-effect free) computational func-
tions, or both. However, they may not refer to any information regarding the
transition that lead to the entry of the superstate (such as source state, event
type, and event parameter). This may seem awkward. However, conditional
state entry based on such information can be easily implemented by setting state
variables in entry actions. When B is entered, the state variable a can be set in
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the entry actions of B and then be evaluated in the guard, selecting the actual
initial state. This is possible since the entry actions of a superstate are always
executed before the initial-state condition is evaluated.
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inB2()
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Figure 5.10: Conditional entrance to the substates D and E of B, depending on
guards over the state variable a. The state variable a can be set in
the entry actions of B, for example, depending on which transition
was taken.

5.5.3 Substate Preemption

When a transition fires, it ends the lifetime of its source state. We say the tran-
sition terminates the source state normally. If the source state of a transition is
a superstate, the transition also preempts its substates (i.e., the embedded state
machine). Then we say the transition preempts the source state’s substates. States
can only be left either through normal termination or through preemption. Sub-
states are preempted level-by-level, starting from the bottom-most state in the
hierarchy. A substate cannot prevent its superstate from being left (and thus
itself from being preempted).

If a state is preempted, its exit actions do not fire as during normal termina-
tion. In order to allow the preempted state to react to the termination or pre-
emption of its superstate (and thus its own preemption), preemption actions are
introduced. Preemption actions are useful, for example, to release resources that
where initialized in the preempted states’ entry actions. Each state can have a
single preemption action. This preemption action is invoked as the state is pre-
empted. Preemption actions are invoked in the order in which their states are
preempted, that is, from the bottom of the hierarchy to its top. The substates’
preemption actions are invoked before the exit action of their superstate. Pre-
emption actions of parallel states are executed in any order.

The scope of the preemption action is the to-be-preempted substate. That is, a
preemption action can access all state variables its state before it is actually be-
ing preempted plus all state variables of (direct and indirect) superstates. Note
however, that a transition terminating a state directly does not trigger that state’s
preemption action—any required operations can be performed in the regular
exit action. In a preemption action, there is no means to determine any informa-
tion of the actual transition causing the preemption, such as its trigger and its
source state.
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Let us again consider the state machine depicted in Fig. 5.8 (b), assuming ev-
ery transition has both an exit and entry action named outS() and inT (), re-
spectively, where S is a placeholder for the transition’s source state and T is a
placeholder for the transition’s target state. Let us also consider that each state
P has a preemption actions preP (). Fig. 5.11 illustrates the preemption of the
constellation B(D|G) through the transition from B to C triggered by f .

discrete timet

real time

prG() prD()

t+1

f

CB

D

G

outB() inC()

Figure 5.11: Mapping of real-time to discrete time when leaving the constellation
B(D|G) of the state machine depicted in Fig. 5.8 (b) to state C.

5.5.4 Progress in State Hierarchies

We can now describe the full execution semantics of a step in hierarchical and
concurrent OSM state machines. Note however, that the algorithm presented
here is not actually used in the implementation of OSM. It is only presented
for the understanding of the reader. The actual implementation of OSM state
machines is described in Sect. 6.2 of the next chapter.

At the beginning of each state-machine step, the earliest set of concurrent
events is dequeued. Then the set of dequeued events is considered to derive
possible transitions by performing a preorder search on the tree representing
the active constellation, beginning from the root of the tree. If a matching tran-
sition is found in a state, the transition is marked for later execution and the
search of the state’s sub-trees (if any) are skipped. If multiple transitions could
fire in a single state, only the transition with the highest priority is marked, as
described in Sect. 5.4.2. Skipping subtrees after finding a match means that tran-
sitions higher in the state hierarchy take precedence over transitions lower in
the hierarchy. The search continues until the entire tree has been traversed (or
skipped) and all matching transitions have been marked.

Then the following steps are performed while the state machine still is in the
source constellation. For each transition selected for execution, the preemption
actions of states preempted by that transition are invoked in the correct order
(from bottom to top). This is achieved by performing a postorder traversal on
each of the subtree of the transition’s source state, executing preemption actions
as states are visited. The order in which entire subtrees are processed can be
chosen arbitrarily, since each subtree represents a parallel machine. While still
being in the source constellation, the exit actions of all marked transitions are
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executed. Again, because all marked transitions are always sourced in parallel
states, they have no natural order and may be executed in any order.

Next, the state machine assumes a new active constellation, that is, discrete
time advances from t to t + 1. Now, the entry actions of the target states of the
marked transitions are executed. Again, they can be executed in any order. If
the entered target state, however, is a superstate, the entry actions of its sub-
states are invoked according to their level in the hierarchy from top to bottom,
as previously described in Sect. 5.5.1. This is achieved by performing a preorder
traversal of the subtrees sourced in transition targets, executing initial entry ac-
tions as states are visited.

Finally, the dequeued set of events is dropped. If no matching transition was
found, the dequeued set of events is dropped anyhow and the machine remains
in the actual constellation. Events emitted by actions during the state machine
step are enqueued in analogy to Sect. 5.4.2.

Fig. 5.12 (a) depicts a state machine with transitions triggered by a single event
e on multiple levels. Fig. 5.12 (b) depicts the machine’s initial constellation and
the constellation active after performing the step triggered by event e. The initial
constellation is shown together with the result of the in-order search for tran-
sitions triggered by e. States marked with either check marks or crosses are
sources of matching transitions, while a missing mark denotes that there is no
transition matching event e. Transitions actually selected for the upcoming ma-
chine step are checked. A cross denotes a state with a matching transition that
is not selected (i.e., it does not fire) because a transition on a higher hierarchy
level takes precedence. (In the example, this is always the case for the transi-
tion from D to E, so the transition is redundant. However, such a situation may
make sense, if one or both transitions had guards.) Before executing the transi-
tions and their associated actions, first preemption actions are invoked. In the
example, only state D is preempted by the transition from A to B. Thus D’s
preemption action is invoked. Then the exit actions of all checked states are ex-
ecuted and the target constellation is assumed, as depicted in Fig. 5.12 (b). Note
that all target states (i.e., states entered directly, here B, G, and J) are from par-
allel compositions. By entering state J , however, also its substate K is entered.
Entry actions of implicitly entered states are always invoked after their direct
superstate.

5.6 State Variables

State variables hold information that is local to a state and its substates. The
scope of the variables of a state S extends to entry, exit, and preemption ac-
tions that are associated with S and to all actions of states that are recursively
embedded into S via hierarchical composition. In particular, state variables are
intended to store information common to all substates and share it among them.

The lifetime of state variables start when their state is entered just before
invoking the state’s entry actions. Their lifetime ends when the state is left
(through a transition or through preemption) right after the invocation of the
last exit action. With respect to variable lifetimes, there is a special case for self
transitions that enter and leave the same state. Here, the variables of the affected
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Figure 5.12: Determining the transitions to fire in a state machine step. The state
machine depicted in (a) starts in its the initial constellation and e is
the next event from the queue. Transitions originating in A, F , and
H are selected for firing. The transition from D is skipped as transi-
tions higher in the hierarchy take precedence. In a non-concurrent
state machine at most one transition can fire. If multiple transitions
fire, they can do so in any order.

state and their values are retained during the transition, rather then deleting the
variables and creating new instances.

Note that on a particular hierarchy level, a non-concurrent state machine can
only assume one state at a time. Hence, only the variables of this current state
are active. Variables of mutually exclusive states on the same level can then
be allocated to overlapping memory regions in order to optimize memory con-
sumption (see Sect. 6.1.1).

By embedding a set of parallel machines into a superstate, actions in differ-
ent parallel state machines may access a variable of the superstate concurrently
during the same state machine step at the same discrete time. This is no prob-
lem as long as there is at most one concurrent write access. If there are multiple
concurrent write accesses, these accesses may have to be synchronized in some
way. Due to the run-to-completion semantics of actions, a single write access
will always completely execute before the next write access can occur. How-
ever, the order in which write accesses are executed (in the real-time model) is
arbitrary and may lead to race conditions. Write synchronization is up to the
programmer.

5.7 Summary

In this chapter we have informally presented OSM, a programming model for
resource constrained sensor-nodes. OSM is an extension of the event-driven
programming model, adding two main features to the popular programming
model: firstly, an explicit abstraction of program state as well as mechanisms to
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compose states hierarchically and in parallel. Therefore, in OSM, programs are
specified as hierarchical and concurrent state machines. OSM allows to spec-
ify a program’s control flow in terms of program states and transitions between
them. The addition of these abstractions in OSM allow to specify sensor-node
programs more modular and structured compared to the conventional event-
driven model. The second feature builds on the first: OSM uses the explicit
notion of state as scoping and lifetime qualifier for variables, as well as context
for computational actions. The main achievement of state variables is the auto-
mated reuse of memory for storing temporary data by mapping data of mutually
exclusive states to overlapping memory regions.

Despite these additions, OSM shares several features of the event-driven pro-
gramming model. As in the event-driven programming model, progress is made
only in reaction to events by the invocation of actions, which also run to comple-
tion. Furthermore, OSM also stores events in an event queue while a previous
event is being processed.



6 Implementation

In the previous chapter we have presented the fundamental concepts and ab-
stractions behind the Object State Model. In this chapter we will examine the
four missing pieces that are needed to turn these concepts into a concrete pro-
gramming framework, which allows to produce executable sensor-node pro-
grams from OSM specifications. In Sect. 6.1 we will present our programming
language for OSM. This language provides the syntactic elements to make use
of the concepts and abstractions found in the OSM programming model (such as
state variables, state transitions, and actions) thus allowing to specify concrete
programs. The OSM language is used only to specify the program’s variables,
structure, and control flow. Computational operations (i.e., the implementation
of actions) are specified as functions of a procedural host language, such as C.
These functions are called from within the OSM-language code. As such, the
OSM language is not a classical programming language.

Before an executable can be created, an OSM compiler first translates the
OSM-language code into the host language as well. A language mapping spec-
ifies how OSM specifications are translated into the host language. It specifies,
for example, how OSM actions are translated into function signatures of the host
language. The language mapping and implementation details of the compiler
are presented in Sect. 6.2 and 6.3, respectively. In the final compilation step an
executable is created form the host-language files by a platform-specific host-
language compiler. The steps to create an executable from an OSM specification
is depicted in Fig. 6.1.

executable

code

target−specific object code

by OSM compiler

Key:

OSM language file

host−language file
generated

actions

control
structuremapping

language mapping

host−language compiler

programmer
specified by
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Figure 6.1: The OSM language is used to specify a program’s structure and con-
trol flow as state machines, and to associate variables to states. Com-
putational operations are specified in a host language. An OSM com-
piler then maps the OSM program specification to this host language
as well, from which the executable is created by a target-specific host-
language compiler.
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When run on an actual sensor node, the generated executable then relies on
support by the runtime environment. This environment must be provided by
the target platform’s system software. For OSM-generated executables, the only
runtime support required is a basic event-driven system software capable of
handling sets of events. In Sect. 6.4 we present such a system software. Its
implementation is largely based on our original event-driven BTnode system
software, which we have already presented in Sect. 3.5.1. Therefore we only
highlight the changes to the original system.

6.1 OSM Specification Language

As opposed to most state machine notations, which are graphical, OSM speci-
fications use a textual language. The following subsections present important
elements of this language.

6.1.1 States and Flat State Machines

The prime construct of the OSM language is a state. The definition of a state in-
cludes the definition of its variables, its entry actions, its substates, its transitions
(which include exit actions), and its preemption actions. Many of those elements
are optional or are useful in hierarchical compositions only. We will explain the
elements of state definitions as well as their use in this and the following sub-
sections. State definitions have the following form (where S is the name of the
state):

state S {
state-variables
entry-actions
substates
transitions
preemption-actions

}

A flat state machine is composed of one or multiple states, of which at least
one must be an initial state. Multiple states of a flat machine must be connected
through transitions, so that every state of the machine is reachable from its initial
state. In the OSM textual language, a state machine composed of multiple states
must be hierarchically contained in a superstate. We will present hierarchy in
Sect. 6.1.2 below. For now we will focus on flat state machines. Prog. 6.1 is an
example of a simple, yet complete OSM program implementing a flat OSM state
machine (lines 3-20). The state machine consists of three states, A, B, and C,
where A is the initial state (denoted by the initial keyword).

Outgoing Transitions and Exit Actions

Definitions of transitions have the following form (where T is the target state, e
is the trigger event, g is the guard, and aexit() is the entry action to be triggered):

[g]e / aexit() -> T ;
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Program 6.1: A flat state machine with variables, as well as entry and exit actions
in the OSM textual language.

int a

B

int c

int b

f
outB()

inA()

e
outA()

e
inC1() inC2()

C

outA()

f
A

PROG_1 1 state PROG_1 {
2

3 initial state A {
4 var int a;
5 onEntry: start/ inA();
6 e / outA() -> B;
7 f / outA() -> A;
8 } // end state A
9

10 state B {
11 var int b;
12 f / outB() -> C;
13 e / -> C;
14 } // end state B
15

16 state C {
17 var int c;
18 onEntry: B -> f/ inC1();
19 onEntry: B -> e/ inC2();
20 } // end state C
21

22 }

Transitions must be defined in their source state. The definition of a transition
must contain a trigger and, except for self-transitions, contains a target state.
The source state of a transition does not need to be specified explicitly. The spec-
ification of a guard and an exit action is optional. Actions are defined outside
of OSM in a host language. In line 6 of Prog. 6.1 a transition is defined leading
from A to B. It is triggered by event e. It has an exit action outA() and has no
guard.

State B is source of two transitions declared in lines 12 and 13. Transitions
have priorities according to their order of definition, with the first transition
having the highest priority. For example, if two concurrent events e and f occur
in state B, both transitions could fire. However, only the transition triggered by
f is taken, since it is declared before the transition triggered by e. In OSM, the
selection of transitions is always deterministic.

Self-transitions are transitions with identical source and target states. In OSM
there are two different ways to specify self-transitions, which have different se-
mantics. If the target state is given in the specification of a self-transition (as
in “f / outA() -> A; ” in line 7), the transition leaves the source state and
immediately re-enters it. That is, all state variables go out of scope and new in-
stances are created. Also, the state’s exit and entry actions are executed as well
as preemption actions of substates. If, however, the target state is omitted, as in
“f / outA(); ”, the state variables and their values are retained and only the
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specified action is executed. If the target state is missing, the specification of an
action is mandatory.

Incoming Transitions and Entry Actions

As stated previously, transitions are defined in the scope of the transition’s
source state together with the transition’s exit action. In order to specify en-
try actions, part of the transition must be again declared in the transition’s tar-
get state. That is, if a transition is to trigger both an exit and an entry action,
the transition appears twice in the OSM code: It must be defined in the transi-
tion’s source state, together with the exit action. And it must be declared again
as incoming transition in the target state (together with the entry action). Both
declarations denote the same transition, if source state, target state, trigger and
guard are equal. If only the exit action of a transition is required, its declaration
as incoming transition is obsolete.

The reason for this seeming redundancy is the intent to reflect OSM’s scoping
of actions in the programming language. In OSM, exit actions are executed in
the context of a transition’s source state, whereas entry actions are executed in
the context of a transition’s target state. This separation is reflected in the syntax
and clearly fosters modularity, as changes to the incoming action do not require
changes in the transition’s source state (and vice versa) at the price of slightly
more code.

The general form of entry actions is (where S is the source state, e is the trigger
event, g is the guard, and aentry() is the entry action to be triggered):

onEntry: S -> [g]e / aentry();

In Prog. 6.1, a transition from B to C triggered by f has an entry action inC1().
The actual transition is defined in line 12. The corresponding entry action is
declared in transition’s target state C in line 18. The declaration of the entry
action includes the transition’s source state B and its trigger f . However, the
declaration of the transition’s exact source state as well as its trigger event and
guard are optional and only required to identify the exact incoming transition
should there be multiple incoming transitions. This information can be left out
where this information is not required to identify the transition, for example if
there is only one incoming transition. In our example, state C has two incoming
actions, both invoked on transitions from the same source state B. Therefore
the specification of the source state is not strictly required in the declaration and
line 18 could be replaced with “onEntry: f / inC1(); ” without changing
the program’s semantic. Missing source states, trigger events, and guards, in
entry-action declarations are considered to match all possibilities. Therefore, in
the declaration “onEntry: / a(); ” in the definition of a state S, action a()
would be executed each time S was entered. When multiple declarations match,
all matching entry actions are executed.

Entry Actions on Initial State Entry

In order to trigger computational actions when entering the initial state of a
state machine (either at the start of the entire program or because a superstate
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has been entered), OSM uses incoming transitions as specified by the onEntry
keyword. To distinguish initial state entry from the reentry of the same state
(e.g., through a self transition), the pseudo event start is introduced. The start
pseudo event is not a regular event. Particularly, it is never inserted into the
event queue. For hierarchical state entry, it can be considered a placeholder for
the actual event that triggered the entry of the superstate, though non of the
event’s parameters can be accessed. An entry action triggered by start should
never have a source state specified. In the example program PROG_1, the start
pseudo event is used to distinguish between the entry of state A as an initial
state and its reentry through the self transition specified in line 7.

Variable Definitions

State variables can only be defined in the scope of a state. They are visible only
in that state and its substates, if any. Variables are typed and have a name, by
which they can be referenced in actions anywhere in their scope. In the code of
the previous example, each state defines an integer variable a, b, and c (in lines 4,
11, and 17), respectively (though they are never used).

Actions Parameters

Actions may have numerical constants and any visible state variables as param-
eters. Action parameters must be declared explicitly in the declaration of an
action. For example, in the code fragment below, outA() has two parameters:
the state variables index and buffer.

e / outA( index, buffer ) -> T ;

Actions map to functions of the same name in the host language. For each host
language, there is a language mapping, which defines how actions and their pa-
rameters map to function signatures. Programmers must then implement those
functions. An example of the mapping of an action with parameters into the C
language is shown in Sect. 6.2.1 below.

6.1.2 Grouping and Hierarchy

An entire state machine (composed of a single state or several states) can be
embedded into a single state (which then becomes a superstate). In OSM, states
can be embedded into a state simply by adding their definitions to the body
of that state. States can be nested to any level, that is, substates can embed state
machines themselves. In Prog. 6.2 a state machine composed of two states, A and
D, is embedded into the top-level state PROG_2, while B and C are embedded
into PROG_2’s substate A (lines 5-15).

The states of the embedded state machine must only contain transitions to
states on the same hierarchy level. At least one of the states must be marked as
the initial state. Each state of a flat state machine must be reachable through
a transition from the machine’s initial state.

All states of the embedded state machine may refer to variables that are de-
fined in any of their superstates. These variables are said to be external of that



104 Chapter 6. Implementation

Program 6.2: A hierarchical state machine and its representation in the OSM tex-
tual language.

B

C

A

int a

e

e

outC(a,c)

PROG_2

f

int b
prB()

int c

inB(a,b)outB()

f

D

1 state PROG_2 {
2 initial state A {
3 var int a;
4

5 initial state B {
6 var int b;
7 onEntry: f / inB(a, b);
8 f / outB() -> C;
9 onPreemption: prB();

10 } // end state B
11 state C {
12 extern var int a;
13 var int c;
14 f / outC(a, c) -> B;
15 } // end state C
16

17 e / -> D;
18 } // end state A
19

20 state D { e / -> A; }
21 }

state. If desired, the external variable interface may be declared explicitly, but if
it is declared, external variables must be marked with the extern keyword. In
the example, the integer variable a, defined in state A (line 3), is visible in A’s
substates B and C. Therefore a can be used in their actions, such as inB() and
outC() in lines 7 and 14 of the example Prog. 6.2, respectively. In state C the
external variable a is declared explicitly.

Preemption Actions

Substates may declare preemption actions that are executed at runtime when
the substate is left because its superstate is left through a transition. Preemption
actions are declared in the context of states—they are not explicitly associated
with particular transitions. Definitions of preemption actions have the following
form (where apreemption() is the preemption action):

onPreemption: / apreemption();

In the example Prog. 6.2, state B declares a preemption action prB() in line 9. It
could be used to release resources previously allocated in the entry action inB()
when B is left implicitly by preemption, that is, when leaving B’s superstate A
through a transition to D.
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6.1.3 Parallel Composition

Parallel compositions of states can be defined by concatenating two or more
states with “|| ”. In the OSM textual language, parallel state compositions must
be contained in a superstate. On the next lower level, a superstate can either
contain a parallel composition of states or a sequential state machine, but never
both. That means, if a superstate is to contain two parallel state machines of
two or more states each, an additional hierarchy level is required. This case is
shown in Prog. 6.3, which is the textual OSM representation of the state machine
depicted in Fig. 5.8 (b) (the original figure is reprinted here for convenience).
In the example, state B contains two state machines of states D, E and F , G,
respectively. In the given OSM program, each of those machines is embedded
into an anonymous state (lines 5-8 and lines 10-13; not shown in the figure),
which is a direct substate of B. States that need not be referenced by transitions
may be anonymous, that is, they need not have a name. Such states are initial
states with no incoming transitions and states grouping parallel machines (as in
the example).

Program 6.3: Representation of the parallel state machine depicted in Fig. 5.8 (b)
(reprinted here for convenience) in the OSM textual language.

h hgg

D F

f

C

B

e

E G

PROG_3

A

1 state PROG_3 {
2 initial state A { e / -> B; }
3

4 state B {
5 state {
6 initial state D { g /-> E; }
7 state E { g /-> D; }
8 }
9 ||

10 state {
11 initial state F { h /-> G; }
12 state G { h /-> F; }
13 }
14 f / -> C;
15 } // end state B
16 state C {} // end state C
17 } // end state PROG

6.1.4 Modularity and Code Reuse through Machine
Incarnation

To foster modularity and the reuse of program code, OSM supports the instan-
tiation of states. A programmer may instantiate a state that is defined elsewhere
in the program (or in another file implemented by another developer) in order to
substitute a state definition anywhere in the program. There are no restrictions
on the state to be incarnated except that recursive instantiation is not allowed. A
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state definition may be substituted using the incarnate keyword followed by
the name of the actual state declaration. In order to adapt the actual state defi-
nition to the program context of its incarnation, a number of name-substitutions
and additions can be made to the original declaration in the incarnation state-
ment. The full declaration of a state incarnation has the following form (where
S is the name of the state incarnation, and I is the state to be incarnated):

state S incarnate I (name substitutions) {
additional entry actions
additional transitions
additional preemption actions

}

Additionally, state definitions may be marked with the template keyword
in order to denote that the definition is not a complete program but instead is a
template definition meant for incarnation elsewhere in the program. Though not
strictly required, state templates should specify their complete interface includ-
ing variables, events, and actions. The example Prog. 6.4 shows the definition
of a template state I (lines 1-9) and its incarnation as a direct substate of the
top-level state PROG_4 (lines 14-19). Additionally, PROG_2 (which we have
defined previously in Prog 6.2) is also inserted as a direct substate of PROG_4
(lines 21-26). We will use this example to explain the various elements of the
above incarnation statement in the following subsections.

Name Substitution

A state can be incarnated as a substate of a regularly defined (i.e., non-
incarnated) state. The incarnation has the same name as the incarnated state
unless given a new name in the incarnation statement. If the a state definition is
incarnated more than once, the incarnation should be given a new name in or-
der to distinguish it from other incarnations. Lines 14 and 21 of Prog. 6.4 shows
how to rename incarnations.

Just like regular states, incarnated states may access the variables of their su-
perstates. The external variables of the incarnation (i.e., the ones used but not
defined in the incarnation, see lines 2 and 3) are bound to the variables of the
embedding superstates at compile time. External variables must have the same
name and type as their actual definitions. However, since the incarnated state
and the superstate may be specified by different developers, a naming conven-
tion for events and variables would be needed. In order to relieve programmers
from such conventions, OSM supports name substitutions for events and exter-
nal variables in the incarnation of states. This allows to integrate states that were
developed independently. Line 15 of Prog. 6.4 shows how the external variable x
of the original definition (line 2) is renamed to u in the incarnation. Renaming of
events is done analogously. Lines 16, 22, and 23 show how events are renamed.
Note that in the incarnation of PROG_2 the event names e and f are exchanged
with respect to the original definition.
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Adding Entry Actions and Transitions

When incarnating a state, transitions, entry actions, exit actions, and preemption
actions can be added to the original state definition. Adding transitions and ac-
tions to the original state definition is typically used when the program context
of the incarnation is not known at implementation time. In Prog. 6.4, A is the
incarnation of template I . In I there are no outgoing transitions defined. In I’s
incarnation A, however, a transition is added leading from A to B (line 18). Also,
an incoming action inA(u) is added to the transition from B back to A (line 17).

Adding Preemption Actions

When incarnating a state, preemption actions can be added to the original state
definition. Preemption actions can be added to react to the termination of the
incarnation’s superstate. Adding preemption actions is useful, for example, to
include an existing stand-alone program as a sub-phase of a new, more complex
program. In our example Prog. 6.4 there are no preemption actions added to the
incarnations of either states, since their common superstate PROG_4 is never
left.

6.2 OSM Language Mapping

An OSM language mapping defines how OSM specifications are translated into
a host language. The host language is also used for specifying actions. Such a
mapping is implemented by an OSM compiler. For every host language, there
must be at least one language mapping. Yet, there may be multiple mappings
focusing on different aspects, such as optimizations of code size, RAM require-
ments, execution speed, and the like. We have developed a prototypical version
of an OSM compiler that uses C as a host language. Hence, we discuss how
OSM can be mapped to C in the following sections. The main goal of our com-
piler prototype is to create executable OSM programs that

• have low and predictable memory requirements and

• are executable on memory-efficient sensor-node operating systems.

In general, OSM programmers do not need to know the details of how OSM
programs are mapped to executable code. What they do need to know, however,
is how actions in OSM are mapped to functions of the host language. Program-
mers need to provide implementations of all actions declared in OSM, and thus
need to know their exact signature.

Internally, and typically transparently to the developer, our compiler proto-
type maps the control structure and state variables of OSM programs sepa-
rately. State variables are mapped to a static in-memory representation using
C-language structs and unions . This mapping requires no dynamic mem-
ory management and is independent of the mapping of the control structure.
Yet it is memory efficient, as state variables with non-overlapping lifetimes are
mapped to overlapping memory regions. Also, the size of the in-memory repre-
sentation of all state variables is determined at compile time.
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Program 6.4: Example for the incarnation of states. PROG_4 incarnats two
states. The fully specified state template I (defined in lines 1-9)
is incarnated in line 14 as state A. And the self-contained OSM
program with top-level state PROG_2 from Fig. 6.2 is incarnated in
line 21 as state B.

template I

I1

I2

extern char x

outI2( x )g

1 template state I {
2 extern var char x;
3 extern event g;
4 action outI1( char );
5

6 initial state I1 {
7 g / outI1( x ) -> I2; }
8 state I2 {}
9 }

state PROG_2 as B

I1

I2

template I as A

extern char u

...

char u

inA(u)
fg

inB(u)

PROG_4

e outI2( u )

10 state PROG_4 {
11 var char u;
12 extern events e,f,g;
13

14 initial state A incarnate I (
15 char u as x,
16 event e as g ) {
17 onEntry: B -> g / inA( u );
18 f / -> B;
19 } // end state A
20

21 state B incarnate PROG_2 (
22 event e as f,
23 event f as e ) {
24 onEntry: A -> f / inB( u );
25 g / -> A;
26 } // end state B
27 }

The program’s control structure is mapped to executable code that manages the
internal program state (as opposed to state modeled as state variables) and trig-
gers the execution of actions. Because actions access state variables, the control-
structure mapping depends on the mapping of state variables. The generated
code closely resembles conventional event-driven program code. It is executable
on (slightly modified, yet) memory-efficient system software for event-driven
programs.
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6.2.1 Variable Mapping

A language mapping must define how state variables are allocated in memory,
yielding an in-memory representation R of all state variables of an OSM specifi-
cation. Our main goal is to minimize the memory footprint. The allocation can
be defined recursively as follows, where every state of an OSM program has a
representation in the C memory mapping.

A single variable is mapped to a memory region Rvar that is just big enough to
hold the variable. A state results in a representation Rstate, which is defined as a
sequential record (i.e., a C struct ) of the representations Rvari

of all variables i
and the representation of embedded states, if there are any.

The representation of embedded states differs for sequential and parallel com-
positions. Since a sequential machine can be in only one state at a time, the
state variables of different states of the sequential composition can be mapped
to overlapping memory regions. Hence, the representation Rseq for a sequential
state machine is defined as the union (i.e., a C union ) of the representations
Rstatei

of all states i. The states of parallel compositions, however, are always ac-
tive at the same time, and so are their state variables. Hence, the representation
Rpar of a set of parallel states is defined as a sequential record of the representa-
tions Rstatei

of all contained states i.
In the example shown in Program 6.5, the state machine to the left results in

the memory layout in the C language shown to the right. If an int consists
of 2 bytes, then the structure requires 8 bytes. If all variables were global, 12
bytes would be needed. Note that the size of the required memory as well as
the memory locations of variables are already known at compile time. With
this mapping, no memory management is required at all. Particularly, no dy-
namic allocations are performed at runtime. Instead, the resulting in-memory
representation is statically allocated once (in the code generated from the OSM
control structure) and does not change during runtime.

Now we can already define our mapping from OSM actions to function sig-
natures in C. OSM action names translate to C functions of the same name. In
the C mapping, state variables can be accessed by their name after dereferencing
the variable’s associated state in the memory mapping. For example, the state
variable c of state C (line 4) maps to _statePROG_5._par_C_D._stateC.c .
In order to allow their modification in actions, state variables are passed by ref-
erence in the invocation. For example, the action outA(c) used in line 8 of the
OSM program has the following signature in C:

outA( *int );

Its invocation from the executable code that is generated from OSM control
structures is mapped to the following C function call (which is not visible to
the programmer):

outA( &_statePROG_5._par_C_D._stateC.c );

6.2.2 Control Structures

Fig. 6.1 suggests that OSM specifications are translated directly into program
code of the host language. In our current prototype of the OSM compiler, this



110 Chapter 6. Implementation

Program 6.5: Example of an OSM program containing several state variables
side-by-side with the its variable mapping in the host language C.
Every state mapps into a corresponding union , containing both
the variables of that state plus a representation of the state’s sub-
states. Sequential and parallel compositions of substates are rep-
resented as a union and a struct of substate representations, re-
spectively.

1 state PROG_5 {
2

3 state C {
4 var int c;
5

6 state A {
7 var int a1, a2;
8 e / outA(c) -> B;
9 } // end state A

10 state B {
11 var int b1, b2;
12 f / -> A;
13 } // end state B
14

15 } // end state C
16 ||
17 state D {
18 var int d;
19 }
20

21 } // end state PROG_5

1 struct statePROG_5 {
2 struct par_C_D {
3 struct stateC {
4 int c;
5 union seq_A_B {
6 struct stateA {
7 int a1, a2;
8

9 } _stateA;
10 struct stateB {
11 int b1, b2;
12

13 } _stateB;
14 } _seq_A_B;
15 } _stateC;
16

17 struct stateD {
18 int d;
19 } _stateD;
20 } _par_C_D;
21 } _statePROG_5;

is only true for the variable mapping. Control structures are first mapped to an
intermediate representation in the imperative language Esterel [19, 18, 26]. From
this representation, C code is generated by an Esterel compiler.

The Esterel Synchronous Language

Esterel is a synchronous language (see, for example, [17, 50, 95]) for the specifi-
cation of reactive systems. Synchronous languages are reactive in that they react
to input stimuli (i.e., events) in order to compute output events, typically also
changing the internal program state. Synchronous languages are typically used
to implement control systems, such as, industry process control, airplane and
automobile control, embedded systems, bus interfaces, etc. They are built on
the hypothesis that operations take no (real) time, that is, operations are atomic
and the output of an operation is synchronous with its input (hence the name
synchronous language). Synchronous languages have a discrete model of time
where time progresses only on the occurrence of events.

The Esterel language allows to specify concurrent processes, where individ-
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ual processes advance on the occurrence of specified events only. In each step,
the system considers one or more input events. According to the input, possi-
bly multiple Esterel processes are invoked simultaneously. When invoked, Es-
terel processes can emit (possibly multiple) external events. They can also in-
voke procedures. External events and procedures are implemented in Esterel’s
host-language C. External events are typically used to drive external controller
systems while procedures are used to implement complex calculations in the
host language C. Programs specified in the Esterel language can be compiled
to C and hardware circuits. For the C-code generation there are three different
modes, optimized for execution speed, compilation speed, and code size. Pure
Esterel programs, that is, programs that do not call any procedures, can also be
compiled to hardware-circuit netlists in the Berkeley Logic Interchange Format.
Because OSM relies heavily on Esterel’s external procedures for the implemen-
tation of actions, hardware-circuit generation is not an option.

Building Programs with Esterel

Esterel programs do not compile to self-contained programs. Rather, they com-
pile to a number of C functions: one principal function and one input function
for each possible input event. Additionally, a function stub is generated for each
output event and each procedure, which then have to be implement by pro-
grammers to complete the program.

The principal C function performs a discrete time step of the Esterel program
based on the input events. Input events are passed to the program by calling
the corresponding event-input functions before the principal function performs
the next discrete step. In the principal function the program’s internal state is
updated and all procedures are invoked (as well as output events “emitted”)
by calling the corresponding function stubs. (It should be noted that for pro-
grammatically emitting events, OSM does not use Esterel’s synchronous event
output. Instead, output events are feed into OSM’s event queue.) In order to
build a full program, programmers also have to supply a main program body
that collects event inputs, injects them into the system (via input functions), and
then calls Esterel’s principal function. This main body resembles the control
loop of event-driven systems.

When implementing programs on real systems, the synchronous time model
of synchronous languages conflicts with real execution semantics, where oper-
ations always require some amount of real time to execute. Therefore, to im-
plement actual programs, programmers must guarantee that input events are
only injected into the system after the processing of the previous step has com-
pleted. This is typically achieved by buffering input events during the execution
of Esterel’s principal function, that is, while performing a synchronous step in
Esterel. Another approach is to guarantee that at runtime the time interval be-
tween any two consecutive input events is longer than the execution time of the
principal function. Since the arrival time of external events is typically beyond
the control of the programmer, however, this is infeasible for many systems.

The system resulting from the former approach (i.e., queuing) can be seen
as an event-driven system, where Esterel’s principal function takes the role of
a unified event handler for all events. Such a system relies on an underlying
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runtime environment to provide an event queue that can hold event sets, and
drivers that generate events. The difference between such a system and a tradi-
tional event-driven system is that that latter only processes one event at a time
while in the former several events can be processed concurrently.

Reasons for Building OSM with Esterel

We have chosen to implement the OSM-to-C mapping with Esterel as interme-
diate language for several reasons. As a synchronous and reactive language,
Esterel is well suited for the implementation of state machines. Esterel’s pro-
gramming model and code structure is much closer to OSM as sequential pro-
gramming languages, such as C. Indeed, Esterel has been used to implement a
graphical state-based implementation language called SyncCharts [10, 11]. Our
mapping from state-based OSM to imperative Esterel is inspired by this imple-
mentation. Also Esterel produces lightweight and system-independent C-code
that scales well with the number of states and events and requires no support
for multi-tasking. Instead, code generated from Esterel can be integrated well
with a modified version of our BTnode system software, which only required
moderate effort to support concurrent event sets.

On the practical side, Esterel is immediately available and well documented.
Also, the Esterel compiler performs sophisticated analysis of the input sources,
thereby detecting logical errors in the intermediate Esterel representation that re-
sult from erroneous OSM specifications. This approach relieved us from imple-
menting strict error-detection mechanisms in the prototype compiler ourselves
and allowed to focus on the development of the OSM programming model.

6.2.3 Mapping OSM Control-Flow to Esterel

In our mapping of OSM, Esterel’s principal function performs a discrete time
step of the OSM state machine. In each OSM machine step the state transition
function accepts the set of concurrent events from OSM’s event queue (see Sec-
tion 5.4.1). In that machine step, the state transition function first invokes all
preemption and exit actions of the current state and its substates. Then it per-
forms the state transitions triggered by the set of input events. Finally it invokes
all entry actions of the newly assumed states.

Effectively, state-based OSM programs are compiled back into an event-
driven program representation where all event types invoke a single action im-
plemented by Esterel’s principal function. As a matter of fact, the C code gener-
ated from the Esterel representation of OSM programs runs on BTnodes with a
slightly modified version of the event-driven BTnode system software. Demon-
strating the duality between OSM programs and event-driven programs is the
prime goal of the language mapping and an important piece in supporting our
thesis. This duality is the basis for showing that state-based programs, such as
OSM, do not require more system support than regular event-driven programs.
We still need to show, however, that the state-transition function generated from
Esterel (i.e., the function that implements an OSM program as event-handler)
does not introduce unacceptable overhead. We will do so below.
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Esterel-Code Generation from OSM

The exact details of mapping OSM to Esterel are only of secondary importance.
Therefore, and due to space constraints, we will present the mapping by ex-
ample only. Appendix A.1 shows the OSM program PROG_PAR depicted in
Fig. 6.2, its mapping to Esterel, and the C code generated by the Esterel com-
piler. The program is a parallel composition of the OSM state machines pre-
sented in Programs 6.1 and 6.2. It has 10 states and contains most features of
OSM. Table 6.1 compares the sizes (in terms of lines of code) of the original OSM
implementation and the generated C and Esterel mapping code.

Compilation
Unit

# Lines Comment

test.osm 49 original OSM implementation
test.h 80 variable mapping (C)
test.strl 307 control structure mapping (Esterel)
test.c 616 control structure mapping (C)

Table 6.1: Number of lines of code for an OSM program and its mappings in C
and Esterel.

In this section we demonstrate that the event-driven code generated by OSM
does not introduce unacceptable overhead. To this end, we analyze the variable
memory and code size of OSM programs. As described previously, the OSM
code is first translated into Esterel code, from which C code is generated. There-
fore we analyze the object code generated from C code by a C compiler. Since
our target platform is the BTnode, we compile for the Atmel AVR 128 microcon-
troller, the BTnode’s CPU. The compiler used is GCC for AVR (avr-gcc), version
3.4.3.

We start by analyzing the Programs 6.1 and 6.2 from the last section. Using
these programs as base modules, we the build more complex programs by se-
quential and parallel composition.

C-Code Generation from Esterel

The Esterel compiler has several code generation modes and target languages.
We use ANSI C in the sorted equations mode. The original C output of the
Esterel compiler for program PROG_PAR depicted in Fig. 6.2 is shown in Ap-
pendix A.4.1. The state transition function basically compiles into a long list of
boolean equations that operate on a large amount of boolean variables. These
variables store the machine’s internal program state as well as temporary state
during the function’s execution in two large array of chars. The representation
of boolean values as chars is inherently memory inefficient. Therefore we mod-
ify the Esterel-generated C code to use bitfields instead, as exemplified below.
Bitfields are a C mechanism for addressing individual bits of a struct. The neces-
sary modifications are made by a Perl script but currently require some human
intervention, though the task could be fully automated. Note that these modi-
fications are required only when compiling for the BTnode. Development and
initial program testing is typically performed in the BTnode emulation environ-
ment on a PC, where size is not an issue.
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Figure 6.2: Two OSM programs PROG_PAR and PROG_SEQ composed of the
state machines PROG_1 and PROG_2 previously presented as Pro-
grams 6.1 and 6.2, respectively . In PROG_PAR, the two state ma-
chines are composed in parallel, while in PROG_SEQ they are com-
posed sequentially, introducing a new event g to transition between
them.
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// original representation // optimized representation
char E4; struct {

unsigned int E0:1;
unsigned int E1:1;
unsigned int E2:1;
unsigned int E3:1;

} E;

The obvious advantage of using bitfiels instead of chars for the storage of
boolean values is a reduction of data-memory requirements by a factor of eight.
The disadvantage is an increase of program memory by a factor of about 1.8.
The size increase stems from the necessity to mask individual bits in the struct.
In the disassembly of the modified state-transition function, bit masking shows
as additional machine operations in the object code, mainly immediate AND op-
erations (i.e., AND with a constant) and register loads. The program-memory
size of variable-memory optimized code is shown in Table 6.2.

Program Code Size in bytes Memory Size in bytes
Transition Function Program State State Variables

PROG_PAR 9240 17 8
PROG_SEQ 12472 20 6
PROG_1 3170 8 2
PROG_2 5434 10 6
D n/a 6 6

Table 6.2: Memory sizes for the states from Fig. 6.2. The programs PROG_PAR
and PROG_SEQ are concurrently and sequentially composed of pro-
gram parts PROG_1 and PROG_2, respectively. D is a part of pro-
gram PROG_2. The first row contains the size of the object code gen-
erated for the listed programs. The second row contains the memory
requires to internally store their optimized state machine. The third
row denotes the size of the state variables in memory.

6.3 OSM Compiler

Our OSM-compiler prototype is a three-pass compiler implemented in the Java
programming language. In the first pass, the compiler parses the OSM input
file and generates an intermediate representation of the program’s syntax tree in
memory. The parser for the OSM-language is generated by the parser generator
CUP from a description of the OSM grammar. (CUP is an acronym for Construc-
tor of Useful Parsers.) CUP serves the same role for Java as the widely known
program YACC does for C. CUP takes a grammar with embedded Java code as
input (in our case the grammar of OSM), and produces a set of Java classes that
implement the actual parser. The parser generated for the OSM language gener-
ates an in-memory representation of the OSM syntax tree, that is, it implements
the compiler’s first pass on an OSM input file. The parser generated by CUP
relies on a scanner to tokenize the input of the parser. For our OSM compiler,
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the scanner is generated by a lexical analyzer generator called JFLEX (Fast Lex-
ical Analyzer Generator for Java). JFLEX is the Java counterpart of FLEX, a tool
generating scanners in the C programming language.

The second pass of the OSM compiler operates on the in-memory syntax tree
(created during the first pass) of the OSM input. Concretely, it extends the in-
memory representation of interfaces that are only implicitly defined in the input
file (such as a complete list of variables visible for each state). It also performs
some input verification beyond mere syntactical checks, for example, if all tran-
sition targets exist and if all variables used in actions and guards have been
defined. However, error checking is mostly delegated to the Esterel compiler on
the intermediate Esterel representation of the OSM program. This approach is
convenient as we did not need to implement the functionality ourselves, yet can
provide some error notifications. On the other hand it is very inconvenient for
OSM programmers as they must be able to interpret the somewhat cryptic error
messages of the Esterel compiler, which in turn requires to be familiar with the
Esterel language.

In the third pass, the Esterel representation of the OSM input is generated
according to the language mapping, as described in the previous section. This
representation is then compiled to plain C code with the Esterel compiler. The
final executable is produced from a C compiler by a generic makefile (see
Appendix A.5.2). It compiles and links the three elements that make up an
OSM program in the host-language C: (1) the C-language output of the Esterel
compiler, representing the program’s control flow and structure, (2) the state-
variable mappings, which are directly produced as a C header file by the OSM
compiler, and (3) the definitions of actions written in C by the programmer.

In the current version the OSM-compiler prototype, some features desirable
for routine program development have not been implemented, mostly due to
time constraints. For example, the OSM compiler does not support compilation
units. Only complete OSM specifications can be processed by the compiler. Note
however, that as far as compilation units are concerned, the implementation of
actions is independent of the program. Actions are specified in (one or several)
C files, which may be compiled separately from the OSM program (see Fig. 6.1).

Also, some OSM features not supported in the current version of the compiler.
These features are:

• Incoming transitions with the declaration of a source state (as in
onEntry: A -> e / inA(); ): Incoming transitions without the dec-
laration of a source state (such as onEntry: e / inA(); ) work fine.
This feature is currently missing, as its implementation in Esterel is rather
complex.

• State incarnations and thus adding and renaming actions, transitions and
preemption actions to incarnations: We have shown the feasibility and
usefulness of state incarnations in a previous implementation of the OSM
compiler (presented in [74]). In the re-implementation, this feature was
dropped due to time constraints.

• Preemption actions: The realization of preemption actions in the Esterel
language is straightforward, yet, would require additional analysis in the
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of the second compiler stage. We have dropped this feature due to time
constraints.

The entire OSM compiler currently consists of a total of 7750 lines of code,
including handwritten and generated Java code (4087 and 2572 lines, respec-
tively), as well as the specifications files for the OSM parser and scanner (707 and
184 lines, respectively). The compiler runs on any Java platform, yet, requires an
Esterel compiler [113] for the generation of C code. The Esterel compiler is freely
available for the Linux and Solaris operating systems, as well as for Windows
with the Cygwin environment installed.

6.4 OSM System Software

The OSM system software provides a runtime environment for OSM programs.
Because OSM programs are compiled into a basically event-driven program no-
tation, the runtime environment for OSM programs is very similar to regular
event-driven programs. In fact, OSM programs run on a slightly modified ver-
sion of the BTnode system software, our previous, purely event-driven operat-
ing system, which we have already described in Sect. 3.5.1. Only small modifi-
cations to the control loop, the event queue, and the event representation were
necessary in order to support concurrent events. As we pointed out in Sect. 5.4.1,
OSM considers the set of events emitted during a single step as concurrent.

In the original BTnode system software, events are implemented as 8-bit val-
ues, being able to represent 255 different types of events (event number 0 is re-
served). The event queue is implemented as a ringbuffer of individual events. In
the revised implementation, events are implemented as 7-bit values, effectively
reducing the number of event types that the system can distinguish to 127. The
8th bit is used as a flag to encode the event’s assignment to a particular set of
concurrent events. Consecutive events in the ringbuffer with the same flag value
belong to the same set. Internally, the queue stores two 1-bit values, one for de-
noting the current flag value for events to be inserted, the other for denoting the
current flag value for events to be removed from the queue, respectively.

While the incoming flag value does not change, events inserted into the queue
are considered to belong to the same set of events (i.e., their flag is set to the
same value). To indicate that a set is complete and the next event to be inserted
belongs a different set, the new queue operation next_input_set is introduced.
Internally, next_input_set toggles the value of the flag for inserted events.

Likewise, the queue’s dequeue operation returns the next individual event
from the queue as indicated by the current output flag. The event number 0
is returned if there are no more events for the specified set. To switch to the next
set of events the queue operation next_output_set is introduced. Additionally,
the operation’s return value indicates whether there are any events in the queue
for the next set or the queue is empty. Both, the enqueue and dequeue operations
retain their signatures.

The control loop also needs to reflect the changes made to the event queue.
The fragment below shows the implementation of the new control loop. Instead
of dequeuing individual events and directly invoking the associated event han-
dlers, the new version dequeues all events of the current set (line 5) and invokes
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the input functions generated by the Esterel compiler (line 6). When all events
of the current set have been dequeued, the principal event handler of the OSM
program is invoked (line 8). Then the next set of events to be dequeued is ac-
tivated (line 10). If there are no events pending, the node enters sleep mode
(line 11). The node automatically wakes up from sleep mode when a new event
is available. Then the process will be repeated.

1 event_t event;
2

3 while( true ) {
4

5 while( (event = dequeue()) != 0 )
6 input_to_next_step( event );
7

8 perform_next_step();
9

10 if( next_output_set() == false ) sleep();
11

12 } // end while

Note that the next_input_set operation is not called from the main loop di-
rectly. It is instead called twice at the end of the function performing the next
OSM machine step: Once after inserting all events into the queue that have been
programmatically emitted by preemption and exit actions. And again after in-
serting all events that have been programmatically emitted by incoming actions.

6.5 Summary

In this chapter we have presented the pieces needed to implement programs
based on the concepts of OSM and to compile them into executable code on an
actual sensor node. We have presented OSM’s specification language that allows
to specify sensor-node programs, a compiler to translate OSM program specifi-
cations into portable C code, and we have shown how to modify an existing
event-driven sensor-node operating system in order to support OSM programs
at runtime.



7 State-based Programming in
Practice

The thesis formulated in the introduction of this dissertation was that the state-
based programming model incurs as little overhead as the event-based model,
yet allows to program more memory efficiently and allows to specify programs
more structured and more modular compared to event-driven programs. In the
following sections we will support this thesis.

Before turning to concrete examples, we present an intuitive approach to mo-
tivate our claim in Sect. 7.1. We explain how event-driven programs can be
formulated as trivial OSM programs containing a single state only. Clearly, such
programs do not exhibit the benefits of state-based programming. However, the
initially trivial programs are easily refined, increasing their structure, modular-
ity, and memory efficiency. Such refined programs, on the other hand, cannot be
translated back in the event-driven model without loosing such benefits again.

In Sect. 7.2 we show how the structure and modularity of sensor-node pro-
grams benefits from OSM using a concrete example from the literature. We will
compare the reimplementation of a large part of the EnviroTrack middleware in
OSM and compare it to the original NesC implementation. We will compare the
two implementations with respect to state management, accidental concurrency,
and state-bound resource initialization. We show that with OSM manual state
management can be removed entirely in favor of an explicit, high-level state no-
tation. As a result the programs are much more concise. In our example, we
show that the size of the OSM re-implementation is reduced by 31% (measured
in lines of code) with respect to the original nesC implementation.

In Sect. 7.3 we will illustrate how OSM can increase the memory efficiency of
programs compared to event-driven programs. Concretely, we will show how
state variables foster the reuse of memory for temporary data structures using
a small example. The memory savings achievable by using state variables very
much depend on the program structure. While very high memory savings can
be achieved in theory, we expect savings of 10 to 25% in real-world programs.
Sect. 7.4 summarizes this chapter.

7.1 An Intuitive Motivation

Traditional event-based programs can be formulated in OSM as depicted in
Fig. 7.1. There is a single state S0, which has attached all global variables vari

of the event-based program. For each possible event ej there is a self transition
with an associated action outj(), which has access to ej and to all state variables
of S0. Hence, OSM can be considered a natural extension of event-based pro-
gramming.
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out2()var1
var2

S0 e1
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out1()

Figure 7.1: A traditional event-based program specified in OSM.

One notable observation is that OSM supports two orthogonal ways to deal
with program state: explicit machine states and manual state management us-
ing variables. In traditional event-based programming, all program state is ex-
pressed via global variables. In pure finite state machines, all program state is
expressed as distinct states of the FSM. With OSM, programmers can select a
suitable point between those two extremes by using explicit machine states only
where this seems appropriate. In particular, a programmer can start with an ex-
isting event-based program, “translate” it into a trivial OSM program as shown
in Fig. 7.1, and gradually refine it with more states and levels of hierarchy. Nat-
urally, the refined program is more structured.

However, the refined program structure cannot be easily translated back into
the event-driven model. To express OSM programs in the event-driven model,
the state structure needs to be managed with variables. Manual management
has the implications described previously and is a heavy burden for program-
mers. In OSM, the translation from the state-based to the event-driven program
notation, and thus the state management, is automated by the OSM compiler, as
described in the previous chapter. Through the translation step we can ensure
that the underlying system software is basically the same and thus as efficient
as in event-driven systems, yet achive the structural benefits of state-based pro-
gramming.

Another notable implication of the mapping from the event-driven model to
the state-based model is that OSM programs are typically more memory efficient
than traditional event-based programs. In the trivial OSM program depicted in
Fig. 7.1, as well as in event-driven programs, all variables are active all of the
time. Hence, the memory consumption equals the sum of the memory footprints
of all these variables. In OSM specifications with multiple states, the same set
of variables is typically distributed over multiple distinct states. Since only one
state of a set of distinct states can be active at a time, the memory consumption of
state variables equals the maximum of the memory footprints among all distinct
states.

Note that in terms of memory consumption, TinyOS programs are like regular
event-driven programs and OSM’s concept of state variables cannot be applied.
Though TinyOS offers components to structure the code, they do so in the func-
tional domain rather than in the time domain. That means that components are
always active and thus their variables cannot be mapped to overlapping mem-
ory regions.

After this intuitive explanation of the benefits of OSM over pure event-driven
programming, we will now discuss the various benefits of OSM using concrete
examples in the following sections.
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7.2 Modular and Well-Structured Program Design

In Chapter 4 we have reviewed the limitations of the event-driven programming
model. We identified manual state management as an impediment to writing
modular and well-structured program code and as an additional source of er-
rors. In this section we now illustrate how event-driven programs can benefit
from a state-based program notation by reimplementing a major part of the En-
viroTrack middleware, namely its group management, in OSM. We show that
the OSM code is not only much more readable and structured and thus easier to
change, it is also significantly shorter then its original implementation in nesC.

We start by giving an overview of the EnviroTrack middleware and explain
the original design of its group-management protocol. Then we analyze its orig-
inal implementation in NesC and present a reimplementation in OSM. Finally
we compare both approaches with respect to the number of code lines needed
for their specification.

7.2.1 EnviroTrack Case Study

We have already briefly mentioned EnviroTrack in Chap. 1. Here we will present
a more detailed description. For an exhaustive description, please refer to
[6, 7, 23, 54]. EnviroTrack is a framework that supports tracking of mobile tar-
gets with a sensor network. In EnviroTrack, nodes collaboratively track a mobile
target (an object or phenomenon such as a car or fire) by forming groups of spa-
tially co-located nodes around targets. If a target is detected, the group members
collaboratively establish and maintain a so-called context label, one per target.
Context labels describe the location and other characteristics of targets and may
have user-specified computations associated with them, which operate on the
context label’s state at runtime. The state is aggregated in the group leader from
all group members’ sensor values. Context labels are typed to describe different
kind of mobile targets. A single node may be member of several groups, each
maintaining a its own context label. When the target moves, the context-label
group moves with it. Nodes no longer able to detect the target leave the group,
while nodes having recently detected the target join. During target movements,
EnviroTrack maintains the target’s context label, that is, its state.

EnviroTrack is implemented in TinyOS / NesC on Mica2 motes. Its source
code is available on the Internet [40]. EnviroTrack consists of 11 NesC compo-
nents implemented in 45 source files. As discussed in Sect. 3.5.2, NesC com-
ponents encapsulate state and implementation, and provide an interface for ac-
cessing them. The entire implementation consists of 2350 lines of actual source
code (i.e., after having removed all empty lines, comments, and debug output).

EnviroTrack Group Management

The group management protocol is implemented in the NesC component
GroupManagementM.nc. Its implementation accounts for 426 lines, that is, for
about 18% of the entire code. We have included a condensed version of Group-
ManagementM.nc in Appendix B.1. Because for this discussion we are mainly
interested in the program’s structure, we have removed all code not relevant for
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control flow in order to improve its readability. Only statements that are rel-
evant for managing the program’s state (i.e., state-keeping, transitions as well
as guards in transitions, and state initializations) have been retained. All other
statements have been replaced by placeholders (opn() and [...] , for opera-
tions and for boolean expressions, respectively). A few comments have been
added.

To maintain context labels, EnviroTrack employs a distributed group manage-
ment protocol, which is described in [6]. Per context label, an EnviroTrack sensor
node can be in one of four states: FREE, FOLLOWER, MEMBER, and LEADER. The
state changes only on the occurrence of events: the reception of typed radio mes-
sages, timeouts, and the detection as well as the loss of the target (which is com-
puted in a separate module and communicated via join and leave events). How-
ever, a review of the source code revealed that the actual group-management
implementation is much more complex. We have reverse engineered the code to
find all relevant states, events, and the state transition graph. The result is shown
in Fig. 7.2. Compared to the description given in [6], the actual implementation
of the protocol has three more states (NEW_CANDIDATE, LEADER_CANDIDATE,
and RESIGNING_LEADER) and two more types of radio messages.

NEW_CANDIDATE LEADER_CANDIDATE

FOLLOWER MEMBER

LEADERRESIGNING_LEADER

[else] candidate_msg
resign_msg
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timeout[...]

[else]

recruit_msg
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leave[...]

leave_ev[else]

recruit_msg

Figure 7.2: Distributed group management of EnviroTrack presented as state
machine.
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Group-Management State Machine

The main states of the group management protocol have the following meaning.
A MEMBERis a network neighbor of a LEADERand is detecting the proximity of
the target with its sensors. (The decision whether a target has been detected
or lost is made in another component, which signals join and leave events, re-
spectively.) Members contribute their location estimates and other sensor read-
ings to the target’s context label, which is maintained by the group leader. A
FOLLOWERis a network neighbor of a LEADERthat does not detect the target
itself, that is, followers do not establish a new context label. Followers become
members when they start detecting the target. A FREEnode does not detect the
target and is not a FOLLOWER. If a free node detects a new target, it establishes
a new context label and can eventually become the leader of that group. Finally,
a LEADERis a MEMBERthat has been elected out of all members to manage and
represent a context label. All members send their location and other sensory
data to the LEADER, where these locations are aggregated to derive a location
estimate of the target. The LEADERfrequently broadcasts recruit messages so
that free nodes can detect whether they should become followers, and members
know that the leader is still alive. A FOLLOWERsets up a timeout to engage in
leader election when the leader has not been heard for some specified duration
of time, that is, if the timeout expires. Followers not detecting the target any
longer become free nodes again.

The actual implementation has tree more states (NEW_CANDIDATE,
LEADER_CANDIDATE, and RESIGNING_LEADER) that are used for the co-
ordinated creation of a single leader should several nodes detect a target at
(almost) the same time, to handle spurious leaders, and to perform coordinated
leader handoff. Also, there are two more messages being sent. The resign
message is used to indicate that a LEADERis no longer detecting the target
and is about to resign its role, so that members can start leader election in the
LEADER_CANDIDATEstate. Nodes that are candidates for the LEADERrole
(that is, nodes observing the target without previously having heard from a
LEADER) send a candidate message. The candidate message is used to prevent
the instantiation of several leaders if several nodes have detected the target at
almost the same time. In that case several candidate message are sent. If a leader
candidate receives another candidate message, the receiving node becomes a
MEMBERif the sender has a higher node identifier. We will discuss the NesC
implementation of this algorithm and its re-implementation in OSM in the
following section.

7.2.2 Manual versus Automated State Management

NesC Implementation

The implementation of EnviroTrack’s distributed group management protocol
manages program state manually. The NesC group-management component
has a dedicated private variable status for keeping the current state of the
group-management state machine. (The status variable is a field in a larger
structure GMStatus that holds information relevant to the group management
protocol, see Appendix B.1.) The seven states of the state machine are mod-
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eled explicitly as a NesC-language enumeration. Transitions are modeled by
assigning one of the enumeration constants to the state-keeping variable. (We
use the term “state-keeping variable” as opposed to “state variable” in order to
distinguish them from OSM’s concept of state variables.) The code resembles
the general pattern of event-driven applications as shown in Program 4.2. As
such, it is very structured for an event-driven program.

Program 7.1 is an excerpt of the original NesC code representing a state tran-
sition (see also Appendix B.1, lines 159-164). The MEMBERstate is entered from
the FOLLOWERstate through a transition triggered by a join event (line 1). In
order to increase the readability of the code, op7() (line 5) serves as a place-
holder for the actual action to be performed on the occurrence of the join event
in state FOLLOWER. Then the transition’s target state is assigned in line 6. Fi-
nally, the timer of the target state MEMBERis initialized in line 7. We will discuss
initialization of state-bound resources, such as timers, in greater detail below.

Program 7.1: NesC code fragment implementing the transition from FOLLOWER
to MEMBERupon a join event. The code also includes the timer
initialization of the target state (line 7).

1 command result_t GroupManagement.join() {
2 switch( _GMStatus.status ) {
3 case ...: // [...]
4 case FOLLOWER:
5 op7();
6 _GMStatus.status = MEMBER;
7 _generalTimer = wait_receive();
8 break;
9 case ...: // [...]

10 default: // [...]
11 }
12 }

OSM Implementation

We have reimplemented EnviroTrack’s group management state machine in
OSM, as shown in Appendix B.2. A small excerpt of the OSM code is shown
in Prog. 7.2, which is the OSM equivalent to the NesC fragment in Prog. 7.1.
Instead of using a state-keeping variable, states are specified explicitly using
OSM states (indicated by the state keyword). Transitions are specified ex-
plicitly within their source state, making switch/case statements obsolete. Un-
like in event-driven programs, control-flow information and implementation are
clearly separated in OSM programs. OSM code only contains the control flow
of the group management protocol. It does not contain any program logic. The
actual program is implemented in the C language in separate files.
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Program 7.2: OSM code fragment implementing the transition from FOLLOWER
to MEMBERupon a join event. The code also includes the timer
initialization of the target state (line 6).

1 state FOLLOWER {
2 join_ev / op7() -> MEMBER;
3 // [...]
4 }
5 state MEMBER {
6 onEntry: / reset_timer( wait_receive() );
7 // [...]
8 }

Comparison

There are two main differences between the event-driven and the state-based
programming model regarding program structure. Firstly, the order of struc-
turing devices—states and events—is reversed. In the event-driven model, the
first-level structuring device is events, or rather event handlers. In the event
handlers, control flow is then manually multiplexed (with switch statements)
according to the (manually coded) program state. In the state-based model of
OSM, on the other hand, programs are essentially constructed from hierarchi-
cally structured states, in which the control flow is multiplexed according to
events. Allowing programmers to specify their programs in terms of freely ar-
rangeable hierarchical states offers more freedom and a better way of structur-
ing, rather than being confined to a few predetermined event handlers. OSM
program code can be divided into multiple functional units, each implemented
in a state or state hierarchy. Because of the clearly defined interfaces of states,
their implementation can be easily replaced by another implementation with
the same interface. In general, using state machines is a more natural way to
describe programs (see Sect. 4.2).

The second difference between both models is that program state in OSM is a
first-class abstraction and state management can thus be automated. The high-
level state notation is much more concise compared to the code in the event-
driven model, which is lacking such an abstraction and thus state has to be man-
aged manually. From the high-level description of the program’s state structure,
code for multiplexing the control flow is generated automatically and transpar-
ently for the programmer. The programmer is saved from having to manually
code the control flow. The amount of code that can be saved is significant, as we
will show for our EnviroTrack example.

The code structure of the EnviroTrack group-management implementation in
NesC (see Appendix B.1) is clearly dominated by manual stack management
necessitated by the event-driven programming model. As can be seen from
Tab. 7.1, out of the 426 code lines of the original NesC implementation, 187 lines
(i.e., about 44%) are dedicated to manual state management. The remaining
239 lines mainly contain the actual program logic (but also some declarations
and interface declarations). That is, out of 9 lines of code, 4 lines are required
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EnviroTrack Group management Size in Lines of Code Size Reduction
NesC OSM with OSM

Flow control (state management) 187 (44%) 56 (19%) 70%
Program logic 239 (56%) 239 (81%) n/a

Total 426 (100%) 295 (100%) 31%

Table 7.1: Comparison of program sizes for the implementation of EnviroTrack’s
group-management protocol in NesC and OSM.

to explicitly specify the program’s control flow, the remaining 5 lines implement
the actual program logic.

On the other hand, an equivalent program in OSM requires only 56 lines of
code, that is, less than one third of the original NesC code size. In OSM, the frac-
tion of code for managing the control flow (56 lines) against the entire program
(56+239=295 lines) is down to less then 20%. That is, there is only a single line of
code required to express the programs control flow to every 4 lines of program
logic (which is implemented in separate files). The results of this comparison
are summarized in Tab. 7.1. Note that in NesC programs the implementation
of the actual program logic does not use any NesC-specific features; just like in
OSM the actual program code is specified using plain C statements and is thus
identical in both programming frameworks.

In this section we have looked at manual state management in general. In
the next section we look at special patterns of manual state management that
regularly appear in typical sensor-node programs, namely state-based resource
initialization and avoiding accidental concurrency.

7.2.3 Resource Initialization in Context

In our analysis of sensor-node programs in Sect. 4.2 we stated that the com-
putations within a program state often utilize a well defined set of resources.
Typically these resources are allocated as well as initialized when entering the
program state, and released again when leaving the state. To efficiently specify
this resource allocation and release, OSM offers incoming and outgoing actions
(respectively). Typical examples in sensor networks are the state-based initial-
ization and use of hardware resources, such as sensors and emitters, but also
transceivers, external memories, timers, and so on. A special case of a state-
bound resource is memory that is only used in the context of a state, that is, state
variables. We will discuss how state variables are used in practice in Sect. 7.3.
As resource initialization and release are bound to state changes, these opera-
tions are closely connected to state management. In the following we will show
how the state-based approach of OSM helps improving the code structure with
regard to resource initialization. To do so, we will again use the EnviroTrack
example.

Resource Initialization in EnviroTrack

In our EnviroTrack example, all states (except FREE) use a timer. The timers in
the EnviroTrack group-management protocol always trigger actions specific to
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the current state. These actions are either state changes or recurring computa-
tional actions within the current state. Therefore, we like to think that concep-
tually every state uses an individual timer, though both the original NesC and
the OSM implementations only use a single hardware timer for all states. The
individual timers are always initialized in transitions, either when entering a
new state through a transition, or after triggering a recurring action within the
current state, that is, in a self transition. Table 7.2 lists the values that are used to
initialize the timer in the EnviroTrack example based on the transition parame-
ters, namely the target and source states as well as the trigger event. Using this
example, we will now explain how state-bound resources are initialized in both
the event-driven and the state-based programming models and then compare
both approaches.

Target State Source State Trigger Line No. Timeout Value
NesC OSM

NEW_CANDIDATE FREE join 154 27 wait_random()
NEW_CANDIDATE timeout[else] 106 29 wait_recruit()

LEADER_CANDIDATE
NEW_CANDIDATE timeout[...] 111 36

wait_random()MEMBER timeout 100 36
MEMBER resign[...] 269 36

FOLLOWER

FREE recruit OR resign 248 12

wait_threshold()
LEADER_CANDIDATE leave[else] 200 12
FOLLOWER recruit OR resign 256 12
MEMBER leave 186 12
RESIGNING_LEADER recruit OR candidate 337 12

MEMBER

NEW_CANDIDATE recruit 279 19

wait_receive()

NEW_CANDIDATE candidat[...] 284 19
LEADER_CANDIDATE recruit[...] 295 19
LEADER_CANDIDATE candidate[...] 300 19
FOLLOWER join 161 19
MEMBER recruit 264 19
LEADER recruit[...] 313 19

LEADER

LEADER_CANDIDATE timeout 120 45 wait_random()
RESIGNING_LEADER join 169 46 wait_recruit()
LEADER timeout 126 47 — ” —
LEADER recruit[else] 317 47 — ” —
LEADER resign OR candidate 325 47 — ” —

RESIGNING_LEADER RESIGNING_LEADER timeout[...] 135 56 wait_recruit()
LEADER leave 209 56

Table 7.2: Timeouts in the EnviroTrack group-management protocol are initial-
ized as part of transitions and predominantly depend on the target
state only. The source states and triggers of self transitions are set in
italics. Line numbers refer to the source code given in Appendices B.1
and B.2 (for the NesC and OSM version, respectively). The actual time-
out value is expressed as the return value of a function.

Original NesC Implementation

In the NesC implementation of the EnviroTrack group-management protocol, a
single timer is used to implement timeouts in all states using a count-down ap-
proach. The timer is switched on when the program starts and is never switched
off. It fires at a regular interval that never changes. The corresponding timeout
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handler fireHeartBeat() of the NesC implementation is shown in line 80
et seqq. in Appendix B.1. An excerpt of the timeout handler is shown below.
The timeout handler counts down a integer variable (line 5), except when in
the FREEstate (line 2). When the count-down variable reaches zero (line 7),
an action is invoked, a transition is triggered, or both. Additionally, the count-
down variable is reset. The code fragment below implements the transition from
FOLLOWERto FREE in the lines 9-13 (also see the state-transition diagram in
Fig. 7.2). This transition is triggered when neither the leader has been heard nor
the target has been detected until the timeout fires.

1 command result_t GroupManagement.fireHeartBeat() {
2 if( _GMStatus.status == FREE )
3 return SUCCESS;
4 if( _generalTimer > 0 )
5 _generalTimer--;
6

7 if( _generalTimer <= 0 ) {
8

9 switch( _GMStatus.status ) {
10 case FOLLOWER: {
11 initGMStatus(); // transition to FREE
12 break;
13 } // end case FOLLOWER
14

15 ...
16 } // end switch
17 } // end if
18 return SUCCESS;
19 } // end command

As we mentioned previously, timers are initialized in transitions. Concretely,
a timer of a particular state is initialized in transitions that have that state
as a target state. In our example, the timer of the FOLLOWERstate is initial-
ized in transitions from the states FREE, LEADER_CANDIDATE, MEMBER, and
RESIGNING_LEADER, as well as a self transition. As these transitions are trig-
gered by several events, the timer initializations occur in the several event han-
dlers. The code fragment below shows the initialization of the count-down timer
in the transition from the MEMBERstate (lines 3-8) as well as in the self transition
(lines 17-23). The line numbers of all timer initializations in the NesC code (see
Appendix B.1) is given in Table 7.2. (Please note that the line numbers given in
the code fragments do not correspond to the line numbers in the appendices.)

1 command result_t GroupManagement.leave() {
2 switch( _GMStatus.status ) {
3 case MEMBER: {
4 op9();
5 _GMStatus.status = FOLLOWER;
6 _generalTimer = wait_threshold();
7 break;
8 } // end case MEMBER
9 // ...
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10 } // end switch
11 } // end command
12

13 task void ProcessRecuritMessage() {
14 GMPacket* RxBuffer;
15 // ...
16 switch( _GMStatus.status ) {
17 case FOLLOWER: { // self transition
18 if( (RxBuffer->type==RECRUIT) || (RxBuffer->type==RESIGN) ) {
19 op14();
20 _generalTimer = wait_threshold();
21 }
22 break;
23 } // end case FOLLOWER
24 // ...
25 } // end switch
26 } // end task

OSM Re-Implementation

In our OSM re-implementation (see Appendix B.1), we also use a single hard-
ware timer. However, instead of using a fixed-rate timer and a count-down vari-
able, we directly initialize the timer to the desired timeout value. This reflects
the state-centric view in that an individual timer exists for every program state
and saves us from having a global event handler to count down the variable.
So instead of resetting a global count-down variable (as _generalTimer in the
NesC code), we initialize a state-specific timer. In OSM, the timers are initialized
upon state entry in the incoming transition using the reset_timer() function,
as shown in the code fragment below. However, for the simplicity and efficiency
of the implementation, we sill use a single timer. This approach is more natu-
ral to the state-based approach of OSM and yields the same results as the NesC
implementation.

The code fragment below shows the timer initializations for the FOLLOWER
state in the OSM initialization. The incoming transition denoted by the onEntry
keyword neither specify the transition’s source state nor its trigger. Therefore,
the action is always performed when the state is entered.

1 state FOLLOWER {
2 onEntry: / reset_timer( wait_threshold() );
3 join / op7() -> MEMBER;
4 timeout / op11() -> FREE;
5 recruit_msg OR resign_msg / op14() -> self; // invokes onEntry actions
6 }

Comparison

When analyzing the code of both implementations with respect to the num-
ber of initializations required, as summarized in Table 7.2, we find that in the
NesC code there are 24 lines in which a timeout initialized compared to 9 in-
dividual lines in OMS. That is, multiple initializations in a particular state in
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NesC can be condensed to a single line in OSM, if the initialization procedure is
identical. For example, when entering the FOLLOWERstate (from another state
or a self transition) the timer is always initialized to a value returned by the
wait_threshold() function. This can be written in a single line, as in the
code fragment above (line 2).

But even when initializations cannot be condensed because initializations dif-
fer (e.g., the timeout value varies with the transition through which the target
state is entered instead of being strictly state-specific), OSM has a clear bene-
fit. While in this case NesC initializations for a single target state are scattered
throughout much of the program, they are neatly co-located in OSM. For exam-
ple, the initializations for the LEADERstate are performed in lines 120, 126, 168,
316, and 324 in the NesC code, while in OSM they are performed in lines 45, 46,
and 47.

In real-world sensor-node programs, the actual initialization procedures (and
values, as in our timer example) very often depend exclusively on the target state
of the transition. In OSM, these initializations can be easily modeled as incoming
transitions. If the initialization code is equal for all transitions to a certain state,
they can be condensed to a single line as in FOLLOWERstate already mentioned
above, like this:

onEntry: / reset_timer( wait_threshold() ); .

Incoming transitions are specified in the scope of a state description (using the
onEntry keyword). Therefore, all initialization code is co-located, even if the
concrete initialization depends on transition parameters such as source state,
trigger events, and guards. For example, the timer initializations in the leader
state are performed as shown in the code fragment below in OSM. In event-
driven programs, however, the initializations of a resource belonging to a partic-
ular state are scattered throughout the program together with the event handlers
that implements transitions to that state.

1 state LEADER {
2 // incoming transitions:
3 onEntry: LEADERCANDIDATE -> / reset_timer( wait_random() );
4 onEntry: RESIGNINGLEADER -> / reset_timer( wait_recruit() );
5 onEntry: self -> / reset_timer( wait_recruit() );
6 // self transitions:
7 timeout / send_recruit_msg() -> self;
8 // more transitions follow...
9 }

In sensor-node programs timers are also often used to implement recurring
operations without state changes, such as finding network neighbors, sampling,
etc. In our example, the recruit message is send regularly in the LEADERstate.
In OSM, this can be modeled with an explicit self transition as shown in line 7
of the previous code fragment. The self transition then automatically triggers
the appropriate onEntry action, that is, line 5 in the above code. Where a self
transition does not seem adequate, a regular action without transition can be
used instead, as shown below. Though this requires multiple lines of code even
for identical initializations, the code is still part of the definition of a single state.

timeout / reset_timer( wait_threshold() );
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7.2.4 Avoiding Accidental Concurrency

Another special case of manual state management is program code to avoid acci-
dental concurrency. In Sect. 4.1 we stated that accidental concurrency is a source
of error and may lead to corrupted data and deadlock. Accidental concurrency
may occur when a non-reentrant cascade of events is triggered again before the
previous cascade has completed.

Most event-driven programs may suffer from accidental concurrency and spe-
cial measures must be taken by programmers to avoid it. A common pattern
used throughout the many event-driven programs that we have analyzed is to
simply ignore events that would restart a non-reentrant cascade of events. How-
ever, from our own experience we know that potentially harmful situations in
the code are not easily identified or that programmers quite often simply forget
to implement countermeasures.

On the other hand, most OSM programs are “by design” not susceptible to
accidental concurrency. In the following we will provide two examples of event-
driven programs where measures against accidental concurrency have been
taken. The first of the two examples is the Surge application, which we have
already discussed in Section 4.2.1. We will use this small example to explain the
measures typically taken by programmers to avoid accidental concurrency and
why typically no measures are needed in OSM. The second example is again
EnviroTrack. We will analyze the entire EnviroTrack code in order to quantify
the overhead of countermeasures against accidental concurrency.

Our first example is the Surge application taken form the publication present-
ing the NesC language [45]. Triggered by a regular timeout, the Surge program
(as shown in Prog. 7.3) samples a sensor and sends the sample off to a predeter-
mined node.

The order of actions (i.e., NesC tasks and events) in the code of Prog. 7.3 sug-
gest a linear order of execution that does not exist. Particularly, the timeout
(line 6) may fire again before sending actually succeeded with an sendDone event
(line 22). Therefore, the programmer of Surge choose to introduce the busy flag
(line 3) to indicate that the cascade has not been completed (line 9) and that
subsequent timeouts need to be ignored until the flag is reset (line 23).

In OSM state machines, all events that are to trigger a transition or an action
within a particular state need to be specified explicitly. As OSM programmers
would typically explicitly model sequences of events as a state machine, un-
expected events cannot accidentally trigger a cascade of events. Program. 7.4
shows the implementation of Surge in OSM, which does not require an explicit
busy flag. The OSM state machine only reacts to a timeout event while in the
IDLE state (line 3). The program can only be restarted after again entering the
IDLE state, that is, after the sendDone event has occurred (line 19). Intermittent
timeout events are ignored. Alternatively, an error handler could be added to the
BUSYstate after line 19, like this:

timeout / error_handler(); .

In the previous example, there was only one potential case of accidential con-
currency, which was countered by a single flag that was accessed twice. In
real-world programs, however, more effort is required to guard against acci-
dental concurrency. For example, in the EnviroTrack group-management code
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Program 7.3: NesC code of the Surge program from [45] (slightly simplified ver-
sion).

1 module SurgeM { ... }
2 implementation {
3 bool busy;
4 uint16_t sample;
5

6 event result_t Timer.fired() {
7 if( busy ) return FAIL;
8 call ADC.getData();
9 busy = TRUE;

10 return SUCCESS;
11 }
12 event result_t ADC.dataReady( uint16_t data ) {
13 sample = data;
14 post sendData();
15 return SUCCESS;
16 }
17 task void sendData() {
18 adcPacket.data = sample;
19 call Send.send( &adcPacket, sizeof adcPacket.data );
20 return SUCCESS;
21 }
22 event result_t Send.sendDone( TOS_Msg *msg, result_t success ) {
23 busy = false;
24 return SUCCESS;
25 }
26 }

2 boolean flags are used, which are accessed in 16 of the 426 lines, that is, almost
4% of the group-management code. In the entire EnviroTrack implementation
there are 9 boolean flags, which are accessed in 58 lines of code. That is, mea-
sures against accidental concurrency cost 9 bytes of memory and account for 3%
of the entire code.

In the previous example, most of the flags are introduced in the processing of
radio messages. Several components that process radio messages have a single
buffer for incoming messages only. Thus, a received message has to be processed
completely before a new one can be accepted into the buffer. Particularly, the
previous message must not be overwritten while being processed. Similar to
the previous Surge example, EnviroTrack simply drops radio messages that are
received while still processing a previous message. The same also applies to
outgoing messages.
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Program 7.4: Reimplementation of SURGE in OSM. A graphical representation
of the OSM state machine is depicted to the left.

SURGE

W4_ACK

W4_SEND

W4_DATA

BUSY

dataReady

sendData

sendDone

IDLE

timeout

1 state SURGE {
2 initial state IDLE {
3 timeout/ ADC_getData() -> BUSY;
4 }
5 state BUSY {
6 uint16_t sample;
7

8 initial state W4_DATA {
9 dataReady/

10 sample=dataReady.data,
11 post( sendData ) -> W4_SEND;
12 }
13 state W4_SEND {
14 sendData/ send(sample)->W4_ACK;
15 }
16 state W4_ACK {
17 // do nothing
18 }
19 sendDone/ -> IDLE;
20 } // end BUSY
21 } // end SURGE

7.3 Memory-Efficient Programs

In the previous section we have shown that partitioning sensor-node programs
in the time domain through explicitly modeled states notation benefits modu-
larity and structure of the program code. In this section we show that OSM’s
concept of state variables—variables the lifetime of which are associated with
states—can also benefit memory efficiency.

The basic idea of saving memory is to allocate memory only for those vari-
ables, that are required in the currently active state of the program. When the
program state changes, the memory used by variables of the old program state
is automatically reused for the variables of the new state. In our state-based ap-
proach, states not only serve as a structuring mechanism for the program, they
also serve as a scoping and lifetime qualifier for variables. Regular event-driven
programming models lack this abstraction and thus force programmers to use
global variables with global lifetime, as described in Sect. 4.1.

Using an example based on the program to calculate the average of remote
temperature sensors from Sect. 4.1, we now show how the state-based program-
ming model can be used in practice to save memory by storing temporary data
in state variables. Then we answer the question how this technique is generally
applicable to sensor-node programming and how much memory can be saved
in real-world programs.
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7.3.1 Example

In the previous sections of this chapter we have always referred to the Envi-
roTrack group-management protocol for comparing the event-driven and the
state-based programming approaches. This example, however, is not suitable to
demonstrate OSM’s memory efficiency. While the protocol can be nicely spec-
ified as a set of distinct states, individual states do not have temporary data
attached exclusively to them. (However, they have another resource associated
to them, namely timers, which we have discussed in the section about accidental
concurrency.)

Therefore, we take up the small toy example from Sect. 4.1 again, which we
used to explain the shortcomings of event-driven programming. The original,
event-driven program (see Prog. 4.1) calculates the average of temperature val-
ues from remote sensors in the vicinity. Program 7.5 depicts the equivalent pro-
gram in OSM as the superstate REMOTE_AVERAGE. Just as the original version
of the program, the OSM code of REMOTE_AVERAGEhas two variables numand
sum, which store the number of remote samples received and the sum of all tem-
perature values, respectively. These variables are temporary in nature, as they
are only required until the average is computed when the timeout occurs. In
the original, event-driven program, these variables are global, thus taking up
memory even when they are no longer needed. In OSM, on the other hand, the
variables are modeled as state variables. The variables memory are automati-
cally reused by the OSM compiler for state variables of subsequent states.

Program 7.5: OSM equivalent to the event-driven Program 4.1. In this version,
the variables num and sum are modeled as state variables instead
of global variables.

/init_remote_average()

RECEIVING message_ev /

timeout_ev

DONE

/ timeout_hdl(num, sum, avg)

message_hdl(num, sum)

int num = 0, sum = 0;
extern int avg;

REMOTE_AVERAGE
1 state REMOTE_AVERAGE {
2 var int num = 0, sum = 0;
3 extern var int avg;
4 onEntry:/init_remote_average();
5 initial state RECEIVING {
6 message_ev /
7 message_hdl(num, sum);
8 timeout_ev /
9 timeout_hdl(num, sum, avg )

10 -> DONE;
11 }
12 state DONE {}
13 }

Program 7.6 shows an example where REMOTE_AVERAGEis used in con-
juncton with two other states. In this program, the node’s local sensor is
calibrated based on the average of remote temperatures (as calculated by
REMOTE_AVERAGE) and the average of a series of local temperature readings.
The local average is computed in the LOCAL_AVERAGEstate. Its implementa-
tion (not shown here) is very similar to that of REMOTE_AVERAGE. Particularly,
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it also has two state variables numand sumwith the same meaning. Only instead
of collecting temperature values from remote message events, the temperature
values are collected from local sensor events. The actual calibration is performed
in ADJUST. We make no assumption about the implementation of this state.

Program 7.6: OSM program for calibrating a local sensor using the averages of
remote and local sensors.

e2

int num=0, sum=0;
...

LOCAL_AVERAGE

...
ADJUST

int num=0, sum=0;
...

REMOTE_AVERAGE

CALIBRATION

int ravg=0, lavg=0;

e1

14 state LOCAL_AVERAGE { /*...*/ }
15

16 state CALIBRATION {
17 var int ravg = 0, lavg = 0;
18 initial state
19 incarnate REMOTE_AVERAGE (
20 int ravg as avg ) {
21 e1 / -> LOCAL_AVERAGE;
22 }
23 initial state
24 incarnate LOCAL_AVERAGE (
25 int lavg as avg ) {
26 e2 / -> ADJUST;
27 }
28 state ADJUST { /*...*/ }
29 }

In this simple yet realistic example, the two subsequent states
REMOTE_AVERAGEand LOCAL_AVERAGEboth have local data stored in
state variables. Because the states are composed sequentially, their state
variables are mapped to an overlapping memory region, effectively saving
memory. In this particular case the state variables of both states are of the
exact same types and sizes. Thus the state variables of the subsequent state
would be mapped to the exact memory locations of those of the previous state.
Therefore, the memory saved (with respect to the event-driven approach, where
all variables are global) is half of the total memory, that is, the size of two
integers, typically 4 bytes on 8-bit microcontrollers.

On the other hand, the given OSM implementation introduces two additional
variables, namely ravg and lavg . They are used to store the remote and local
averages until the actual calibration has completed. Indeed, using state vari-
ables to share data among substates is a common pattern in OSM. The shared
data typically represents results of computations that are performed in one state
and need to be accessed in subsequent states, as in the previous example. The
requirement of additional variables is a direct consequence of the limited scope
and limited lifetime of state variables. They would not be required if all vari-
ables where global. Therefore, one could object that those additional variables
would cancel out the memory savings gained by state variables with respect to
the event-driven approach. In general, however, the temporary data required to
compute a result is larger than the result itself. Therefore, the saving typically
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only reduced by a small amount. Furthermore, CALIBRATION may be an only
transient state itself. Then its (as well as its substate’s) memory resources would
also reused once the state is left. Since CALIBRATION does not compute a result
required in a subsequent state, no additional variables are needed.

Since the OSM compiler compiles OSM program specifications back to reg-
ular event-driven code, one could also object that the mechanism of mapping
variables to overlapping memory regions could also be used manually in the
plain event-driven model. Though possible in principle, programmers would
not only have to manage the program’s state machine manually. They would
also have to manually map the states’ variables to the complex memory repre-
sentation, such as the one shown in Prog. 6.5. Even minor changes to states high
in the hierarchy, such as the addition or removal of a layer in the hierarchy, lead
to major modifications of the memory layout. Consequentially, access to ele-
ments of the structure would also change with the structure, requiring changes
throughout the program. Therefore we think that our state-variable approach is
only manageable with the help of a compiler.

7.3.2 General Applicability and Efficiency

Now two question arises: are state variables applicable to real-world sensor-
node programs? And, how much memory savings can we expect? We cannot
answer these questions conclusively, as extensive application experience is miss-
ing. However, we have several indications from our own work with sensor-node
programming as well as from descriptions of sensor-node algorithms in the lit-
erature that state variables are indeed useful.

General Applicability of State Variables

Probably the most-generally applicable example where sensor-node programs
are structured into discrete phases of operation is initialization and setup ver-
sus regular operation of a sensor node. Typically sensor nodes need some form
of setup phase before they can engage in their regular operation mode. Often
longer phases of regular operation regularly alternate with short setup phase.
Both phases typically require some amount of temporary data that can be re-
leased once the phase is complete. Setup may involve assigning roles to indi-
vidual nodes of the network [56, 98], setting up a network topology (such as
spanning trees [84]), performing sensor calibration, and so on. Once setup is
complete, the node engages in regular operation, which typically involves tasks
like sampling local sensors, aggregating data, and forwarding messages. Reg-
ular operation can also mean to perform one out of several roles that has been
assigned during setup. For the setup phase, temporary data may contain a list
of neighboring nodes with an associated measure of link quality, node features,
as well as other properties of the node for role assignment and topology setup.
Or they may contain a series of local and remote sensor measurements for cali-
bration (as in our previous example). For regular operation, such variables may
contain aggregation data, messages to be forwarded, and so on.
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Effective Memory Savings

In theory, state variables can lead to very high memory savings. As we explained
earlier, the memory consumption of state variables equals the maximum of the
memory of variable footprints among all distinct states. The memory consump-
tion of the same data stored in global variables equals the sum of the memory
footprints. For example, in a program with 5 sequential states each using the
same amount of temporary data, state variables only occupy 1/5-th of the mem-
ory of global variables, yielding savings of 80%.

However, the effective savings that can be achieved in real-world programs
will be significantly lower because of three main reasons. Firstly, often at least
some fraction of a program’s data is not of temporary nature but is indeed re-
quired throughout the entire runtime of the software. In OSM, such data would
be modeled as state variables associated to the top-level state, making them ef-
fectively global. With the state-variable approach, no memory can be saved on
global data.

Secondly, we found that sometimes the most memory efficient state-machine
representation of a given algorithm may not be the most practical or the most
elegant. For the purpose of saving memory, a state machine with several levels
of hierarchy is desirable. On the other hand, additional levels of hierarchy can
complicate the OSM code, particularly when it leads to transitions crossing hi-
erarchy levels. As a consequence, programmers may not always want to exploit
the full savings possible with state variables.

The final and perhaps most important reason is that in typical programs a
few states exceed others in terms of memory consumption by far. It is these
dominant states that determine the total memory consumption of an OSM state-
machine program. Examples are phases during which high-bandwidth sensor
data (such as audio and acceleration) is buffered and processed (e.g., [12, 117])
or phases during which multiple network messages are aggregated (e.g., [84]).
State variables do not help reducing the memory requirements of memory-
intensive states. For these states, programmers still have the responsibility to
use the available resources economically and to fine tune the program accord-
ingly.

The data state (i.e., memory) used by each of the non-dominant states, how-
ever, “falls into” the large chunk of memory assigned to the dominant state and
is thus effectively saved. A positive side effect of this mechanism is that in most
states (i.e., the ones that are less memory intensive) programmers can use vari-
ables much more liberally, as long as the total per-state memory is less than the
memory of the dominant state. Since the per-state memory requirements are
calculated at compile time, programmers get an early warning when they have
been using memory too liberally.

Due to the reasons explained above we consider savings in the range of 10%
to 25% to be realistic for most programs, even without fine tuning for mem-
ory efficiency. The savings that can be effectively achieved by switching from
an event-driven programming framework to state-based OSM, however, largely
depends on the deployed algorithms as well as the individual programming
style.
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7.4 Summary

In this chapter we have illustrated how the state-based programming approach
of OSM compares to the “traditional” event-driven approach. In particular, we
have shown how largely automating state and stack management in OSM ben-
efits programmers of real-world sensor-node programs.

We have started with an abstract yet intuitive motivation of OSM’s main ben-
efits. We have illustrated that event-driven programs have an equivalent OSM
representation, which is trivial in the sense that it only consists of a single state.
The trivial state machine can then be refined with multiple states and state hi-
erarchies, directly improving its structure and modularity. The resulting state-
machine representation can also increase the program’s memory efficiency by
using state variables, which provide memory reuse without programmer in-
tervention. The reverse transformation cannot be done without loosing those
benefits again.

In the second section of this chapter we have taken an experimental approach
in showing the positive effects of OSM’s automated state management. We have
re-implemented a significant part of a large program that was originally im-
plemented in the event-driven NesC programming framework. Then we have
compared both approaches. In the example, we have shown that the tedious and
error-prone code for state management could be reduced by 70% (from 187 to
56 lines of code), leading to an overall program-size reduction of 31%. A special
case of manual state management is extra program code needed to avoid acci-
dental concurrency in event-driven programs. In the example, this extra code
accounts for 3% of the entire program. We could show that in OSM typically no
countermeasures are required at all.

Finally, we have shown that the state-based approach of OSM has two ma-
jor benefits over the event-driven code when it comes to initializing resources.
The fist benefit is that all initializations of the same state-based resource are co-
located (within the scope of an OSM state), rather then being scattered through-
out the program code. The second benefit is that equal initializations (e.g., to the
same value) need to be written only once. As a result, the code is more concise,
more readable and less error prone.

The chapter ends with a section on how memory efficiency can be achieved
through state variables. Though quantitative measurements with respect to
memory savings are currently still missing, we have illustrated that savings of
10 to 25% are realistic for typical sensor-node programs.
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In this chapter we survey approaches and techniques related to sensor-node pro-
gramming in general, as well as to OSM and its implementation in particular. In
the introduction of this dissertation we have described wireless sensor nodes as
networked embedded systems. In Section 8.1 we present a brief overview on
the state of the art in embedded-systems programming. We also try to answer
the question why these approaches have been largely neglected in the wireless
sensor-network community. Many of the approaches to embedded-systems pro-
gramming are based on finite state machines. These approaches are particularly
relevant to our work. We will discuss them in Section 8.2 and contrast them
with our work. In Chapter 3 we have already presented a number of program-
ming models and frameworks targeted particularly towards sensor nodes. In
Section 8.3 we will revisit some of them in order to compare their goals and so-
lution approaches to OSM. Though many of them share the same goals as OSM,
the approaches to achieving those goals typically differ significantly.

8.1 Programming Embedded Systems

The diversity of embedded systems is reflected in the number and diversity of
models and frameworks available for programming them. The majority of them
is, however, programmed using conventional methods also found in program-
ming of general-purpose computers. In this section we will first discuss the con-
ventional programming methods for embedded systems before turning to the
large number of domain-specific programming frameworks addressing particu-
lar requirements of a domain. Sensor nodes are subject to some of the addressed
requirements. Therefore such programming frameworks and models are very
relevant for wireless sensor-node programming and OSM is based heavily on
the concepts found in them. However, besides OSM we are not aware of any
other programming frameworks for wireless sensor nodes that draw from such
approaches.

8.1.1 Conventional Programming Methods

Programming Language

The available programming support for a systems crucially depends on its avail-
able system resources. So does the supported programming language. The ma-
jority of embedded systems today is programmed in the general-purpose pro-
gramming language C. C is very close to the computational model implemented
in today’s microcontrollers. Thus there only needs to be a thin adaptation layer
resulting in very resource-efficient implementations of C applicable to very re-
source constrained systems. Often C is used in combination with assembly lan-
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guage. A point often made in favor of using assembly language is the full access
to the processor’s registers and instruction set, thus allowing to optimize for
speed. On the other hand, C is considered easy and fast to program as well
as more portable between different processors. The portability of C also fosters
code reuse and companies often have a large code base which they share among
several systems and projects. While C compilers are available for almost all em-
bedded systems, programming languages like C++ and Java are only available
for systems with ample resources. The reason is that those languages require a
thicker adaptation layer and thus occupy more system resources.

System and Programming Support

Today, embedded systems on the high end of the resource spectrum use pro-
gramming methods very similar to those used for general-purpose comput-
ing platforms. Particularly devices such as mobile phones and PDAs have
turned into general-purpose computing platforms much more resembling desk-
top computers than embedded systems. Indeed, some of today’s embedded
systems posses resources that are similar to those of high-end desktop systems
less than a decade ago. At that time, general-purpose operating systems had
already pretty much evolved into what they are now. Therefore, it is not sur-
prising that the operating systems found in high-end embedded systems today
also support features of state-of-the-art operating systems, including dynami-
cally loadable processes, multi-threading, and dynamic memory management
with memory protection. There are several such operating systems available
from the open-source domain as well as commercially. The most popular of
such systems may be Windows CE, Embedded Linux, PalmOS, VxWorks, and
Symbian OS. However, the programming techniques supported by these oper-
ating systems are not applicable to the majority of embedded systems and are
particularly ill-suited for very resource-constrained sensor nodes.

Systems with resources on the medium to low end of the spectrum typically
only have limited system support from a light-weight operating environment
or use no operating system at all. Light-weight embedded operating systems
are very similar to those found in wireless sensor networks and may have been
their archetypes. They typically do not provide system support such as dynamic
memory, loadable processes, etc. Many of them, however, provide a multi-
threaded execution environment.

As in WSNs, embedded systems at the very low end of the resource spec-
trum use no operating systems or one providing event-based run-to-completion
semantics. With no operating system support, the software is typically imple-
mented as a control loop, which we have already discussed in the context of
sensor nodes in Sect. 3.2. As we have discussed extensively in Chapter 4, event-
based approaches are not sufficient to program complex yet reliable sensor-node
applications with a high degree of concurrency and reactivity.

8.1.2 Domain-specific Programming Approaches

Due to their stringent requirements some specific embedded-systems applica-
tions and domains require other than the conventional programming meth-
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ods. In particular, high demands regarding the reliability of inherently com-
plex and highly concurrent programs call for design methodologies that allow
to use high-level design tools, automated testing, simulation, formal verifica-
tion, and/or code synthesis (i.e., automated code generation). Conventional
programming models fail in these domains as they are highly indeterministic
and make large-scale concurrency hard to control for the programmer. Addi-
tionally, they make reasoning about the memory requirements of a program very
hard, particularly if combined with dynamic memory management. As conven-
tional programming approaches do not lend themselves easily to the procedures
described above, new models of computation have been suggested and incorpo-
rated into design tools. However, the available frameworks and tools support-
ing such models have been very small in number compared with the more ad
hoc designs [77].

Originally, embedded systems have been classified according to their appli-
cation characteristics into control-oriented systems on the one hand and data-
oriented systems on the other hand. However, in recent years there have been
several efforts to combine the approaches as embedded systems often expose
characteristics of both categories. Today a few powerful tools exist supporting
both approaches in a unified model. To explain the principal approaches, we
retain the original classification.

Data-Oriented Systems

Data-oriented systems concentrate on the manipulation of data. They are of-
ten called transformative as they transform blocks or streams of data. Examples
for transformative systems are digital signal processors for image filtering as
well as video and audio encoding, which can be found in medical systems, mo-
bile phones, cameras and so on. Since data-processing typically takes a non-
negligible time, data-oriented programming frameworks typically need to ad-
dress real-time requirements.

A common meta model for describing data-oriented systems are dataflow
graphs and related descriptions. Such systems are composed of functional units
that execute only when input data is available. Data items (also called tokens)
are considered atomic units; their flow is represented by directed graphs where
each node represents a computational operation and every edge represents a
datapath. Nodes connected by a directed edge can communicate by sending
data items. Nodes consume the data items received as input and produce new
data as output. That is, nodes perform transformational functions on the data
items received. Edges may serve as buffers of fixed or (conceptually) unlimited
sizes, such as unbounded FIFO queues. Dataflow descriptions are a natural rep-
resentation of concurrent signal processing applications. There are a number
of concrete models based on the dataflow meta model. They differ, for exam-
ple, in the number of tokens an edge may buffer, whether communication is
asynchronous or rendezvous, and whether the number of tokens consumed and
produced in an execution is specified a priori.



142 Chapter 8. Related Work

Control-Oriented Systems

Instead of computing outputs data from input data, control-oriented embed-
ded systems typically control the device they are embedded into. Often control-
oriented systems constantly react to their environment by computing output
events from input events (i.e., stimuli from outside of the embedded system).
Such systems are called reactive. Examples of reactive systems are protocol pro-
cessors in fax machines as well as mobile phones, control units in automobiles
(such as airbag release and cruise control), and fly-by-wire systems.

A subcategory of reactive systems are interactive systems, which also react to
stimuli from the environment. However, in interactive systems the computer
is the leader of the interaction, stipulating its pace, its allowable input alphabet
and order, etc. Therefore, the design of a purely interactive system is generally
considered easier than the design of an environmentally-driven reactive system.

Many of the recent applications of embedded systems consist of both, control-
oriented and data-oriented parts. In general, the reactive part of the system
controls the computationally intense transformative operations. In turn, results
of the such operations are often feed back into the control-oriented part. Thus,
actual embedded systems often expose both characteristics.

Control and Data-oriented Wireless Sensor Networks

Wireless sensor nodes, too, include transformational as well as reactive parts.
For example, transformational parts in sensor nodes compute from streams of
data whether a product has been damaged [106] (acceleration data), the location
where a gun has been fired [86] (audio data), the specific type of animal based on
its call [64, 105, 117, 118] (again, audio data), and so on. The same sensor nodes
also have control-oriented parts, for example, for processing network-level and
application-level protocols (such as the Bluetooth protocol stack used in [106]
and the EnviroTrack group-management application protocol discussed in the
previous chapter). In WSNs, the feedback loop between the reactive and trans-
formative parts is of particular importance. Due to the constrained nature of
the nodes, resource-intense operations are often controlled by criteria that are
themselves computed by a much less intense processing stage. In [118], for ex-
ample, recorded audio samples are first rated how well they match calls of spe-
cific birds using a relatively simple algorithm. Only if there is a high confidence
that a sample represents a desired birdcall, the samples are compressed and sent
to the clusterhead in order to apply beamforming for target localization, which
are very resource-intense operations. Other criteria for controlling the behavior
of sensor nodes may reflect the importance of a detection, the proximity (and
thus expected sensing quality) of a target, the number of other nodes detect-
ing the same target, and so on. In the extreme case, so called adaptive-fidelity
algorithms allow to dynamically trade the quality of a sensing result against re-
source usage by controlling the amount of sampling and processing performed
by a node.
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8.1.3 Embedded-Systems Programming and Sensor Nodes

The work by the embedded systems community on techniques such as real-time
systems, model driven design, hardware-software co-design, formal verifica-
tion, code synthesis, and others share many goals with WSN research and has
led to a variety of novel programming models and frameworks. Despite their
apparent relevance, alternatives to these approaches from the embedded sys-
tems community seem to have attracted little attention in the wireless sensor
network community. The most popular programming frameworks for WSNs
adopt the prevalent programming paradigm: a sequential computational model
combined with a thread-based or event-based concurrency model.

We have no comprehensive answer why this is so. We can only speculate that
the sequential execution model inherent to the most popular general-purpose
programming languages (such as C, C++, Java) has so thoroughly pervaded the
computer-science culture that we tend to ignore other approaches (cf. [77]). De-
spite the potential alternatives, even the majority of traditional embedded sys-
tems is still programmed using the classical embedded programming language
C, and recently also C++ and Java. One reason may be that there seems to be
little choice in the commercial market. The most popular embedded operat-
ing systems fall in this domain. Another reason may be that the vast majority of
programmers has at least some experiences in those languages whereas domain-
specific embedded frameworks are mastered only by a selected few. Conse-
quently, many embedded software courses toughed at universities also focus
on those systems (see, for example, [92]). In the next section we will discuss
concrete programming models for embedded systems that are most relevant to
OSM.

8.2 State-Based Models of Computation

OSM draws directly from the concepts found in specification techniques
for control-oriented embedded systems, such as finite state machines, State-
charts [53], its synchronous descendant SyncCharts [10, 11], and other exten-
sions. From Statecharts, OSM borrows the concept of hierarchical and parallel
composition of state machines as well as the concept of broadcast communi-
cation of events within the state machine. From SyncCharts we adopted the
concept of concurrent events.

Variables are typically not a fundamental entity in control-oriented state-
machine models. Rather, these models rely entirely on their host languages for
handling data. Models that focus both on the transformative domain and the
control-oriented domain typically include variables. However, we are not aware
of that any of these models uses machines states as a qualifier for the scope and
lifetime of variables.

8.2.1 Statecharts

The Statecharts model lacks state variables in general and thus does not define
an execution context for actions in terms of data state. Also, the association
of entry and exit actions with states and transitions, that is, distinct incoming
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and outgoing actions, is a distinctive feature of OSM. These associations clearly
define the execution context of each computational action to be exactly one pro-
gram state and the set of state variables in the scope of that state. While the
Statecharts model, too, has entry and exit actions, they are only associated with
a state and are invoked whenever that state is entered or left, respectively.

8.2.2 UML Statecharts

The Unified Modeling Language (UML) [49] is a graphical language for specify-
ing, visualizing, and documenting various aspects of object-oriented software.
UML is composed of several behavioral models as well as notation guides and
UML Statecharts is one of them. UML Statecharts are a combination of the origi-
nal Statecharts model and some object-oriented additions. They are intended for
modeling and specifying the discrete behavior of classes. UML is standardized
and maintained by the Object Management Group (OMG). A number of addi-
tions to UML Statecharts have been proposed for various application domains.
UML Statecharts are supported by several commercial tools, for example, Visu-
alSTATE [121]. VisualSTATE has introduced typed variables as an extension to
UML Statecharts, however, all variables are effectively global. Another commer-
cial tool supporting UML Statecharts is Borland Together.

8.2.3 Finite State Machines with Datapath (FSMD)

Finite State Machines with Datapath (FSMD) [44] are similar to FSM (neither hi-
erarchical nor parallel). Variables have been introduced in order to reduce the
number of states that have to be declared explicitly. Like OSM, this model al-
lows programmers to choose to specify program state explicitly (with machine
states) or implicitly with variables. As in OSM, transitions in FSMD may also
depend on a set of internal variables. FSMD are flat, that is, they do not sup-
port hierarchy and concurrency, and variables have global scope and lifetime.
On the Contrary, variables in OSM are bound to a state hierarchy. The FSMD
model is used for hardware synthesis (generating hardware from a functional
description).

8.2.4 Program State Machines (PSM), SpecCharts

The Program-State Machine (PSM) meta model [114] is a combination of hierar-
chical and concurrent FSMs and the sequential programming language model
where leave states may be described as an arbitrarily complex program. Instan-
tiations of the model are SpecCharts [114] and SpecC [43].

In PSM a program state P basically consists of program declarations and a
behavior. Program declarations are variables and procedures, whose scope is P
and any descendants. A behavior is either a sequence of program statements
(i.e., a regular program) without any substates, or a set of program concurrently
executing substates (each having its own behavior), or a set of sequentially-
composed substates and a set of transitions. Transitions have a type and a
condition. Transitions are triggered by a condition represented by a boolean
expression. The transition type is either transition-on-completion (TOC) or
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transition-immediately (TI). TOC transitions are taken if and only if the source
program state has finished its computation and condition evaluates to true. TI
transitions are taken when the condition evaluates to true, that is, they terminate
the source state immediately, regardless of whether the source state has finished
its computations. TI transitions can be thought of as exceptions.

Similar to OSM, variables are declared within states; the scope of a variable
then is the state it has been declared in and any descendants. The lifetime of
variables, however, is not defined. The main difference to OSM is, that compu-
tations in SpecCharts are not attached to transitions but rather to leaf states (i.e.,
uncomposed states) only. In analogy to Moore and Mealy machines, we believe
that reactive systems can be specified more concisely in OSM. Though both mod-
els are computationally equivalent, converting a Mealy machine (where output
functions are associated with transitions) to a Moore machine (output associ-
ated with states) generally increases the size of the machine, that is, the number
of states and transitions. The reverse process leads to fewer states. Finally, in
contrast to PSMs, OSM allows to access the values of events in computational
actions. A valued event is visible in the scope of both the source and the target
state of a transition (in “out” and “in” actions, respectively). This is an important
aspect of OSM.

SpecCharts [114] are based on the Program-State Machine (PSM) meta model
using VHDL as programming language. It can be considered as a textual state-
machine extension to VHDL. SpecCharts programs are translated into plain
VHDL using an algorithm described in [93]. The resulting programs can then
be subjected to simulation, verification, and hardware synthesis using VHDL
tools.

8.2.5 Communicating FSMs: CRSM and CFSM

A model for the design of mixed control and data-oriented embedded systems
are communicating FSMs, which conceptually separate data and control flow. In
this model, a system is specified as a finite set of FSMs and data channels be-
tween pairs of machines. FSM execute independently and concurrently but com-
municate over typed channels. Variables are local to a single machine, but global
to the states of that machine. Values communicated can be assigned to variables
of the receiving machine. There are several variations of that basic model. For
example, in Communicating Real-Time State Machines (CRSM) [104] communi-
cation is synchronous and unidirectional. Individual FSMs are flat. Co-design
Finite State Machines (CFSM) [13] communicate asynchronously via single ele-
ment buffers, but FSM may be composed hierarchically. In contrast to commu-
nicating FSMs, concurrent state machines in OSM communicate through events
or shared variables.

8.2.6 Esterel

OSM, like SyncCharts, is implemented on top of Esterel [26]. We considered
using Esterel directly for the specification of control flow in OSM. However, as
an imperative language, Esterel does not support the semantics of FSM directly.
We believe that FSM are a very natural and powerful means to model WSN
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applications. Moreover, specifications in Esterel are generally larger (up to 5
times) compared to OSM.

8.2.7 Functions driven by state machines (FunState)

FunState [110] (functions driven by state machines) is a design meta model for
mixed control and data flow. FunState was designed to be used as an internal
representation model used for verification and scheduling and has no specific
host language.

FunState unifies several well-known models of computation, such as commu-
nicating FSMs, dataflow graphs, and their various incarnations. The model is
partitioned in a purely reactive part (state machine) without computations and
a passive functional part (a “network” resembling PetriNets). Transitions in the
state-machine part trigger functions in the network. The network consists of a
set of storage units, a set of functions and a set of directed edges. Edges connect
functions with storage units and storage units with functions. Edges represent
the flow of valued data tokens.

FunState has a synchronous model of time where in an atomic step tokens
are removed from storage units, computations are executed, and new tokens
are added to storage units. Real time properties of a system can be described
with timed transitions and time constraints. Functions have run-to-completion
semantics; they are executed in non-determinate order.

8.3 Sensor-Node Programming Frameworks

We have presented the state-of-the-art system software in Chapter. 3. In this
section we will revisit some of them focusing on systems that share the same
goals as OSM or use a programming model related to state machines.

8.3.1 TinyOS

The design of TinyOS shares two main common goals with OSM, namely to
provide efficient modularity as well as to provide a light-weight execution envi-
ronment, particularly in terms of memory consumption.

Modularity

Just as OSM, TinyOS has been designed with a high degree of modularity in
mind. The designers argue that sensor-node hardware will tend to be applica-
tion specific rather than general purpose because of the wide range of potential
applications. Thus, on a particular device the software should be easily synthe-
sizable from a number of existing and custom components. TinyOS addresses
modularity by the concept of components. NesC components expose a well-
defined interface, encapsulating a self-confined piece of software (such a timer
and access to a particular sensor). Each of the pieces can be implemented using
the event-driven model of NesC.

NesC components foster program modularity, as components with different
implementations yet a common interface can be exchanged easily. They also
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provide a means to structure complex programs or components into a number
of less-complex components. NesC components partition a program in logically
disjunct pieces, each of which is more easily manageable as the entire program.
Each component is active during the entire runtime of the program. NesC com-
ponents are a major improvement over basic event-driven systems (such as the
BTnode system software [21]) that only provide the concept of actions to struc-
ture a program.

To address modularity, OSM relies on the concept of program states. OSM
programs can be composed from a number of less-complex states. The composi-
tion is either strictly hierarchical or concurrent. Unlike NesC components, states
in OSM do not only partition the program logically but also in the time domain.
Since programs typically exhibit time-dependent behavior, OSM provides more
flexibility in modeling a program or logical component thus resulting in more-
structured program code.

The implementation of NesC components has one major drawback. NesC
components define the scope for variables declared within them, that is, vari-
ables of a particular component cannot be accessed from other components. As
a consequence, the communication among NesC components has to rely on the
passing of (one of the two types of) events with arguments. For performance
reasons and to limit the number of events passed, programmers often dupli-
cate variables in several modules. For example, in the EnviroTrack middleware,
group-management messages are sent from a number of components whereas
the functionality to actually send the message is performed in a dedicated com-
ponent. This component can process a single message at a time (i.e., there are
no message buffers) and has a boolean variable indicating whether the previ-
ous message has already been sent completely. However, in order to avoid the
overhead of composing a group-management message while the network stack
is not ready to send the next message, the boolean variable is replicated in four
modules. This drawback has been one of the reasons for the development of
TinyGALS [29].

Light-weight Execution Environment

A primary goal that TinyOS shares with OSM is the provision of a very light-
weight execution environment. In order to handle concurrency in a small
amount of stack space and to avoid per-thread stacks of multi-threaded sys-
tems, the event-driven model has been chosen. Similar to our approach, NesC
provides asynchronously scheduled actions as a basic programming abstraction.
As in OSM, events are stored in a queue and processed in first-in-first-out order
by invoking the associated action. However, NesC also provides programmers
access to interrupt service routines (ISRs) so that a small amount of process-
ing associated with hardware events can be performed immediately while long
running tasks are interrupted. Such hardware events can be propagated to a
stack of NesC components. In contrast, interrupts in OSM are hidden from the
programmer. The reason for these differences are contrasting assumptions on
the separation of application and execution environment: while in TinyOS pro-
grammers are expected to program their own low-level drivers, for example,
for sensors and radio transceivers, OSM is based on the assumption that such
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low-level interfaces are provided by the node’s operating system.
While in OSM actions are never interrupted, ISRs in the NesC can interrupt

actions as well as other ISRs. Actions run to completion only with respect to
other actions. Therefore, a NesC application may be interrupted anywhere
in an action or ISR. This model can lead to subtle race conditions, which are
typical for multi-threaded systems but are not found in typical atomic event-
based systems. To protect against race conditions, programmers of TinyOS need
to enforce atomic execution of critical sections using the atomic statement.

Though TinyOS does not require per-thread stacks of regular multi-threading
systems, they share some of the undesirable characteristics. As discussed in
Sect. 3.2.4, interruptible (i.e., non-atomic) code is hard to understand and debug
and therefore potentially less reliable. Also, there a may be issues with modu-
larity.

8.3.2 Contiki

Contiki [37] has been designed as a light-weight sensor-node operating system.
In order to work efficiently within the constrained resources, the Contiki oper-
ating system is built around an event-driven kernel. Contiki is particularly in-
teresting as it also supports preemptive multi-threading through loadable mod-
ules. In Contiki, a single program can be built using a combination of the event-
driven model as well as the multi-threaded model. The authors suggest to build
applications only based on events whenever possible. However, individual,
long-running operations, such as cryptographic operations, can be specified in
separate threads. OSM on the contrary does not support multiple threads and
only allows to specify actions of bounded time.

Building OSM on the Contiki operating system would open up the possibility
to implement activities as proposed by [53]. Activities can be viewed as actions
that are created on the occurrence of an event and which may run concurrently
with the rest of the state machine. They terminate by emitting an event, which
may carry a result as parameter.

8.3.3 Protothreads

Protothreads [38] attack the stack-memory issues of multi-threading from an-
other perspective. Protothreads provide a multi-threaded model of computation
that do not require individual stacks. Therefore, Protothreads eliminate what is
probably the dominant reason why sensor-node operating systems are based on
the event-based model. This comes, however, at the cost of local variables. That
is, stackless Protothreads do not support automatically memory-managed local
variables that are commonplace in modern procedural languages. Removing the
per-thread stack also effectively removes the main mechanism to save memory
on temporary variables.

As a consequence, the same issues as in event-driven programming arise: ei-
ther data state has to be stored in global variables, which is wasteful on the
memory and has to be manually memory managed. Or dynamic memory man-
agement is required, which has the drawbacks explained in Sect. 3.3 and still
requires significant manual intervention from a programmer. Effectively, the
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memory issues have been shifted from the operating system to the application
program, which now has to take care of managing temporary variables. As a
consequence, applications written with Protothreads may require more mem-
ory compared to regular threads, leading to a negative grand total.

8.3.4 SenOS

Like OSM, SenOS [75] is a state-based operating system for sensor nodes. It
focuses on dynamic reconfigurability of applications programs. Unlike OSM,
programs are specified as flat and sequential state machines, each of which is
represented by a separate state-transition table. As in OSM, actions are asso-
ciated with state transitions. All available actions are stored in a static library
that is transferred to the sensor node at the time of programming together with
the operating system kernel. Applications are implemented as state-transition
tables. These tables define all possible machine states and transitions. They also
associate actions from the action library to particular transitions.

SenOS state machines can run concurrently, where each machine runs in its
own thread. Applications programs (as specified by state transition tables) can
be dynamically added to and removed from the system at runtime. However,
the static library of actions cannot be changed unless reprogramming the entire
sensor node.

SenOS relies on task switches for concurrency. Its concurrency permits dy-
namic scheduling of tasks. In contrast, OSM features a static concurrency model.
The static concurrency model allows very memory efficient implementations
without the need to provide a separate runtime stack for each concurrent task.
Furthermore, the static concurrency model makes OSM programs amenable to
formal verification techniques found in state-machine approaches. The flat state
machines approach precludes the use of automatic scoping and lifetime mech-
anisms for variables, which is a major design point in OSM. It is questionable
if the desired re-configurability and re-programmability can be achieved with
this approach, since programs have to be built exclusively on the preconfigured
actions library without any glue code.
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9 Conclusions and Future Work

In this final chapter, we conclude by summarizing the contributions of our work
and by discussing its limitations. We also propose future work addressing con-
crete limitations of our approach.

9.1 Conclusions

Event-driven programming is a popular paradigm in the domain of sensor net-
works in general. For sensor networks that are operating at the very low end
of the resource spectrum it is in fact the predominant programming model. Un-
like the multi-threaded programming model, system support for event-driven
programming requires very little of a system’s resources. The event-driven pro-
gramming model has been adopted by a large number of programming frame-
works for sensor networks, among them TinyOS / NesC, which currently may
be the most popular of all.

Despite its popularity, the event-driven programming model has significant
shortcomings. Particularly in large and complex programs these shortcomings
lead to issues with the readability and structure of the program code, its mod-
ularity and correctness, and, ironically, also the memory efficiency of the devel-
oped programs. Concretely, an event-driven program typically uses more RAM
as a functionally equivalent sequential program because in the event-driven
model a lot of temporary data has to be stored in global variables. A sequential
program would use local variables instead, which are automatically memory
managed and thus their memory is reused.

With respect to these problems, the main contribution of this dissertation is to
show how the event-based model can be extended so that it allows to specify
well-structured, modular, and memory-efficient programs, yet requires as little
runtime support as the original model. We have significantly improved sensor-
node programming by extending the event-driven model to a state-based model
with a explicit notion of hierarchical and concurrent program states. We have
also introduced a novel technique to use states as a scoping and lifetime qualifier
for variables, so they can be automatically memory managed. This can lead to
significant memory savings in temporary data structures. In the following we
will list our contributions towards our solution in more detail.

9.2 Contributions

Below we will summarize our contributions towards the problem analysis, the
solution approach and its implementation, as well as the evaluation. Some con-
tributions have also been published in [21, 72, 74].
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9.2.1 Problem Analysis: Shortcomings of Event-driven
Programming

In Chapter 4 we have contributed a thorough analysis of the original event-
driven model in the context of sensor networks. Firstly, we have analyzed
the two main problems of the existing event-driven programming paradigm.
While the basic problem leading to unstructured and un-modular program code,
namely manual state management, has already been identified and documented
in previous work, the memory inefficiency of event-driven sensor-node pro-
grams incurred by manual state management has not been analyzed before.

Secondly we have contributed by analyzing the anatomy of sensor node ap-
plications. We have found that, though easy and intuitive for small and simple
programs, event-driven programs do not describe typical sensor-node applica-
tions very well. That is, the conceptual models that programmers create in their
minds before implementing a particular program or algorithm does not map
easily to the event-driven programming model. In particular, we have identified
the lack of an abstraction that allows programmers to structure their programs
along the time domain into discrete program phases. We have shown that sev-
eral algorithms from the literature are indeed described as systems partitioned
into discrete phases, each having distinctive data state and behavior. The find-
ings of our problem analysis now allows to better evaluate current and future
programming models for sensor networks.

9.2.2 Solution Approach: State-based Programming with
OSM

To alleviate the problems described above, we have proposed a sensor-node pro-
gramming model that is extending the event-driven model with well-known
state-machine abstractions. In Chapter 5 we contribute by presenting such a
model, which we call the OBJECT STATE MODEL (OSM). OSM is based on ab-
stractions of hierarchically and concurrent state machines. Though they have
been used successfully in embedded-systems programming for several years,
they have not yet been applied to the field of sensor networks.

Besides relying on proven programing abstractions, our OSM model also in-
troduces the concept of state variables. State variables supports the memory-
efficient storage and use of temporary data. State variables resemble local vari-
ables of sequential programs; both are automatically memory managed and thus
their memory is automatically reused when no longer needed. State variables
can help overcome the inherent memory inefficiency of event-driven program-
ming for storing temporary data. Besides that, the maximum memory require-
ments of all parts of even highly-concurrent programs can be calculated at com-
pile time. This allows to check whether a particular program can run on a given
sensor node and to easily identify program parts susceptible for optimizations.

Finally, OSM introduces the concept of entry and exit actions (also referred to
as incoming and outgoing actions) to traditional state-machine programming
models. They allow to elegantly and efficiently specify the initialization and
release of state-specific resources, which are common tasks in real-world sensor-
node programs.
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9.2.3 Prototypical Implementation

We have implemented a prototypical OSM compiler which generates C-
language code, which we have presented in Chapter 6. The compiler translates
state-based OSM programs into event-driven program representations. OSM
programs only require the same minimal runtime support as programs initially
written with event-driven frameworks. Particularly, we show that the code
generated from OSM specifications runs on a only slightly modified version of
our light-weight and event-driven system software for the BTnode sensor node.
Though the compilation introduces some memory overhead into the binary, this
overhead can be attributed to the inefficiencies introduced by using an addi-
tional intermediate language (namely Esterel) in the prototypical compiler. The
prototypical implementation of an OSM compiler shows that compiling OSM
programs to efficient event-driven programs is generally feasible.

9.2.4 Evaluation

In Chapter 7 we have shown how automating state and stack management ben-
efits programmers of real-world sensor-node programs. We have shown the
practical feasibility by presenting an OSM-based re-implementation of part of
EnviroTrack, a system for tracking mobile objects with sensor networks, and
other algorithms.

We have re-implemented a significant part of the EnviroTrack sensor-network
middleware, which was originally implemented in the event-driven NesC pro-
gramming framework. Using that re-implementation we demonstrate the use-
fulness of state-based representations. We have shown that the tedious and
error-prone code for state management could be reduced significantly. In the
example, 187 lines of manual state-management code were reduced to an ex-
plicit state representation of only 56 lines, representing a reduction of 70%. The
overall program-size reduction was 31%. An additional 16 lines of the original
EnviroTrack code are used to guard against the unwanted execution of actions in
certain contexts, which is also a form of manual state-management. In OSM, no
extra code is required because the model explicitly specifies which actions can
be called in which context. Finally, we have shown that the OSM code is more
structured. We have shown that logically-related code in OSM is also co-located
in the implementation whereas it is typically scattered throughout much of the
implementation in event-driven code. For example, in OSM there is typically a
single place for initializing particular timers, which is also adjacent to the actual
action triggered by the timer. In NesC, however, there are several isolated places
in the code where the timer is initialized, which are also disconnected from the
triggered action.

9.3 Limitations and Future Work

There are a number of limitations and potential improvements with respect to
our approach and methodology, which we will discuss in this section. We also
discuss future work in the broader context of our work.
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9.3.1 Language and Program Representation

Although the we have shown that the state-based program representation of
OMS can lead to more modular and structured code, there is still much to im-
prove.

The OSM compiler is currently only implemented for our textual input
language, though we have also sketched a possible graphical representation
throughout this dissertation. We found that a graphical representation is better
suited to present the big picture of a program (i.e., its coarse-grained structure),
particularly for reviewing the design, for which the textual representation is less
intuitive. Therefore we have generally provided both program representations,
the graphical as well as the textual, in examples of this dissertation. On the other
hand, the textual notation is very efficient for specifying implementation detail,
such as action names, parameter names, etc. In our experience with graphi-
cal tools for UML Statecharts (namely VisualSTATE and Borland Together, both
commercial tools) and for SyncCharts (the freely available syncCharts edi-
tor [76]) the specification of implementation details was unsatisfactory. There-
fore it would be beneficial to support both representations, allowing to freely
switch between and to use the one which is more suitable for the task at hand.

New Model

As in the event-driven programming model, actions in OSM must be non-
blocking. We have found that programmers who had used only sequential pro-
gramming languages before, have difficulties in understanding this. For exam-
ple, students programming with our event-driven BTnode system software reg-
ularly used while -loops in one action polling a variable that is set in another
action, wondering why the program would block forever. In general, OSM re-
quires most programmers to get used to new concepts and to the OSM specifica-
tion language in particular. Though this is not a limitation of the programming
model as such, it may hamper its widespread use. OSM does provide semantics
that are compatible with existing event-based systems, however, thus easing the
transition for programmers that are already familiar with event-based program-
ming.

Representing Sequential Program Parts

Purely sequential parts of the program flow (i.e., linear sequences of events and
actions without any branches) are tedious to program in OSM because they have
to be explicitly modeled as sequences of states, pairwise connected by a single
transition (see the BUSYstate of Prog. 7.4 on page 133 as an example). In such
cases wait-operations, as typically provided by multi-threaded programming
models, might be more natural. To solve this issue, it may be worth investigating
how Protothreads [38] could be used to implement sequential program parts.

Representing Composite Events

Likewise, reactions to composite events (i.e., meta-events made up of multiple
events, for example, “events e1, e2, and e3 in any order”) cannot be specified
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concisely. Instead, all intermediate states and transitions have to be modeled
explicitly even though only the reaction to the event completing the composite
event may be relevant. Introducing more elaborate triggers of transitions and a
concise notation could solve this problem. Such a trigger mechanism could be
implemented as semantic sugar using the existing concepts of states and transi-
tions but hiding them from the user.

9.3.2 Real-Time Aspects of OSM

OSM does not address real-time behavior. It does not provide any mechanisms
to specify deadlines and to determine how much time transitions and their as-
sociated actions take. There is, however, a large body of work on state-machine
based real-time systems. Future work could investigate how these approaches
can be integrated into OSM.

Also, if actions generate events, the order of events in the queue (and hence
the system behavior) may depend on the execution speed of actions.

9.3.3 Memory Issues

Queue Size and Runtime-stack Size Estimations

One of the reasons why OSM has been developed is to resolve the memory is-
sues of temporary-data management, which is prevalent in event-driven pro-
gramming. While OSM can calculate the program’s memory usage at compile
time, the maximum queue-size (required for storing events that cannot be pro-
cessed immediately) remains unknown. As a consequence, the event queue may
be oversized, thus wasting memory, or undersized, resulting in lost data at best
but more likely in a program crash. Future work could estimate the maximum
queue size required.

The other unknown memory factor besides the queue size is the system’s run-
time stack-size. The runtime stack is used for holding information of function
calls (i.e., its parameters and the return address) as well as the local variables
of OSM actions and regular functions of the host language. (State variables
are stored statically and do not use the stack.) Being able to precisely estimate
the stack size would be beneficial for the reasons described above. There has
been some work on estimating stack sizes, particularly in the context of multi-
threaded programs. In future work the OSM compiler could be extended to
perform such an estimate.

Applicability of State Variables

State variables can be tied to entire state hierarchies only. However, a more
flexible scoping mechanism of state variables may be desirable. Consider the
state hierarchy depicted below where a variable v1 is being used in the states A
and C but not in D. In OSM such a variable would be modeled as a state variable
of root R. Its scope and lifetime would extend to all substates of R including
D. In the given case, OSM is not able to reuse the memory holding v1 in D,
for example, for D’s own private variable v2. Flexible scoping mechanism that
allows to include selected states only (as opposed to being bound to the state
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hierarchy) could further increase the memory efficiency but are left for future
work.

D
2

v
1

v
1

Root

BA

C
v

9.4 Concluding Remarks

There are still features and tools missing to make OSM an easy and intuitive to
use programming framework for resource constrained sensor nodes. Particu-
larly more experience is required to evaluate the value of OSM for large projects
and to determine what needs to be included in future versions. However, we be-
lieve that OSM is a big step towards extending the application domain of event-
based programming to larger and more complex systems.



A OSM Code Generation

This Appendix demonstrates the stages of the code generation process em-
ployed by our OSM compiler prototype for a small, yet complex OSM program
example. In Sect. A.1 we present this program, both in graphical as well as
in textual representation. Sect. A.2 presents the C-language include file that is
generated from the OSM example program. It includes the mapping of the OSM
program’s variables to a C-language struct as well as the prototypes of all actions
defined in the OSM program. Sect. A.3 present the control flow mapping of the
OSM program to the Esterel language. The generated Esterel code is translated
to the C language by an Esterel compiler. The compiler’s output is presented
in Sect. A.4. A functionally equivalent version optimized for memory efficiency
is also presented. Finally in Sections A.5.1 and A.5.2 we present the Makefile
for compiling the OSM example program and the output of an OSM compiler
during a compilation run.

A.1 OSM Example

int b

B

C

int c

e
outA()

int a

inA()

f

outA()

A

outB()
f

inC1() inC2()
e

PROG_2

int a

D

E

F

outF(a,c)

e

e

f

int c

f

int a

G

int b

outD()

PROG

PROG_1

outE()

prE()

inE(a,b)

Figure A.1: Graphical representation of test.osm , a program for testing the
OSM compiler.
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1 // -------------------------------------------------------
2 // test.osm -- A program for testing the OSM compiler
3 // -------------------------------------------------------
4

5 state PROG {
6 state PROG_1 {
7

8 initial state A {
9 var int a;

10 onEntry: start/ inA();
11 e / outA() -> B;
12 f / outA() -> A;
13 } // end state A
14

15 state B {
16 var int b;
17 f / outB() -> C;
18 e / -> C;
19 } // end state B
20

21 state C {
22 var int c;
23 onEntry: B -> f/ inC1();
24 onEntry: B -> e/ inC2();
25 } // end state C
26

27 } // end PROG_1
28 ||
29 state PROG_2 {
30 initial state D {
31 var int a;
32

33 initial state E {
34 var int b;
35 onEntry: f / inE(a, b);
36 f / outE() -> F;
37 // onPreemption: prE();
38 } // end state E
39 state F {
40 var int a;
41 var int c;
42 f / outF(a, c) -> E;
43 } // end state F
44

45 e / outD() -> G;
46 } // end state D
47

48 state G { e / -> D; }
49 } // end PROG_2
50 } // end PROG
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A.2 Variable Mapping (C include file)
1 /* This include file was generated by OSM on
2 * Samstag, Juni 24, 2006 at 09:31:50.
3 * OSM compiler written by Oliver Kasten <oliver.kasten(at)inf.ethz.ch> */
4

5

6 /* prevent the esterel compiler from declaring functions extern */
7 #define _NO_EXTERN_DEFINITIONS
8

9 // function for making a discrete step in the state automaton
10 int STATE_PROG();
11 // function for resetting all inputs of the state automaton
12 int STATE_PROG_reset();
13

14 /* no outputs events from state PROG */
15

16 /* exit actions prototypes */
17 void outA();
18 void outB();
19 void outD();
20 void outE();
21 void outF(int*, int*);
22 #define outF_PROG_PROG_2_D_F_a_PROG_PROG_2_D_F_c() outF( \
23 &_statePROG._par_PROG_1_PROG_2._statePROG_2._seq_D_G._stateD._seq_E_F._stateF.a, \
24 &_statePROG._par_PROG_1_PROG_2._statePROG_2._seq_D_G._stateD._seq_E_F._stateF.c )
25

26 /* entry actions prototypes */
27 void inA();
28 void inC1();
29 void inC2();
30 void inE( int*, int*);
31 #define inE_PROG_PROG_2_D_a_PROG_PROG_2_D_E_b() inE( \
32 &_statePROG._par_PROG_1_PROG_2._statePROG_2._seq_D_G._stateD.a, \
33 &_statePROG._par_PROG_1_PROG_2._statePROG_2._seq_D_G._stateD._seq_E_F._stateE.b )
34

35 /* preemption actions */
36 void prE();
37

38 struct statePROG {
39 /* parallel machine */
40 union par_PROG_1_PROG_2 {
41 /* contained states */
42 struct statePROG_1 {
43 /* sequential machine */
44 union seq_A_B_C {
45 /* contained states */
46 struct stateA {
47 int a;
48 } _stateA;
49 struct stateB {
50 int b;
51 } _stateB;
52 struct stateC {
53 int a;
54 } _stateC;
55 } _seq_A_B_C;
56 } _statePROG_1;
57 struct statePROG_2 {
58 /* sequential machine */
59 union seq_D_G {
60 /* contained states */
61 struct stateD {
62 int a;
63 /* sequential machine */
64 union seq_E_F {
65 /* contained states */
66 struct stateE {
67 int b;
68 } _stateE;
69 struct stateF {
70 int a;
71 int c;
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72 } _stateF;
73 } _seq_E_F;
74 } _stateD;
75 struct stateG {
76 } _stateG;
77 } _seq_D_G;
78 } _statePROG_2;
79 } _par_PROG_1_PROG_2;
80 } _statePROG;
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I
N
E
D

85
#
i
f
n
d
e
f
o
u
t
D

86
e
x
t
e
r
n
v
o
i
d
o
u
t
D
(
)
;

87
#
e
n
d
i
f

88
#
e
n
d
i
f

89
#
i
f
n
d
e
f
_
i
n
E
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
E
_
b
_
D
E
F
I
N
E
D

90
#
i
f
n
d
e
f
i
n
E
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
E
_
b

91
e
x
t
e
r
n
v
o
i
d
i
n
E
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
E
_
b
(
)
;

92
#
e
n
d
i
f

93
#
e
n
d
i
f

94
#
i
f
n
d
e
f
_
o
u
t
E
_
D
E
F
I
N
E
D

95
#
i
f
n
d
e
f
o
u
t
E

96
e
x
t
e
r
n
v
o
i
d
o
u
t
E
(
)
;

97
#
e
n
d
i
f

98
#
e
n
d
i
f

99
#
i
f
n
d
e
f
_
o
u
t
F
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
c
_
D
E
F
I
N
E
D

10
0
#
i
f
n
d
e
f
o
u
t
F
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
c

10
1
e
x
t
e
r
n
v
o
i
d
o
u
t
F
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
c
(
)
;

10
2
#
e
n
d
i
f

10
3
#
e
n
d
i
f

10
4
#
e
n
d
i
f

10
5
#
e
n
d
i
f

10
6

10
7
/
*
M
E
M
O
R
Y
A
L
L
O
C
A
T
I
O
N
*
/

10
8

10
9
s
t
a
t
i
c
b
o
o
l
e
a
n
_
_
S
T
A
T
E
_
P
R
O
G
_
V
0
;

11
0
s
t
a
t
i
c
b
o
o
l
e
a
n
_
_
S
T
A
T
E
_
P
R
O
G
_
V
1
;

11
1

11
2
/
*
I
N
P
U
T
F
U
N
C
T
I
O
N
S
*
/

11
3

11
4
v
o
i
d
S
T
A
T
E
_
P
R
O
G
_
I
_
e
(
)
{

11
5
_
_
S
T
A
T
E
_
P
R
O
G
_
V
0
=
_
t
r
u
e
;

11
6
}

11
7
v
o
i
d
S
T
A
T
E
_
P
R
O
G
_
I
_
f
(
)
{

11
8
_
_
S
T
A
T
E
_
P
R
O
G
_
V
1
=
_
t
r
u
e
;

11
9
}

12
0

12
1
/
*
P
R
E
S
E
N
T
S
I
G
N
A
L
T
E
S
T
S
*
/

12
2

12
3
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
\

12
4
_
_
S
T
A
T
E
_
P
R
O
G
_
V
0

12
5
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
\

12
6
_
_
S
T
A
T
E
_
P
R
O
G
_
V
1

12
7

12
8
/
*
A
S
S
I
G
N
M
E
N
T
S
*
/

12
9

13
0
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
3
\

13
1
_
_
S
T
A
T
E
_
P
R
O
G
_
V
0
=
_
f
a
l
s
e

13
2
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
4
\

13
3
_
_
S
T
A
T
E
_
P
R
O
G
_
V
1
=
_
f
a
l
s
e

13
4

13
5
/
*
P
R
O
C
E
D
U
R
E
C
A
L
L
S
*
/

13
6

13
7
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
5
\

13
8
i
n
A
(
)

13
9
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
6
\

14
0
o
u
t
A
(
)

14
1
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
7
\

14
2
o
u
t
A
(
)

14
3
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
8
\

14
4
o
u
t
B
(
)

14
5
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
9
\

14
6
i
n
C
1
(
)

14
7
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
0
\

14
8
i
n
C
2
(
)

14
9
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
1
\

15
0
p
r
E
(
)
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15
1
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
2
\

15
2
o
u
t
D
(
)

15
3
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
3
\

15
4
i
n
E
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
E
_
b
(
)

15
5
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
4
\

15
6
o
u
t
E
(
)

15
7
#
d
e
f
i
n
e
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
5
\

15
8
o
u
t
F
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
a
_
P
R
O
G
_
P
R
O
G
_
2
_
D
_
F
_
c
(
)

15
9

16
0
/
*
F
U
N
C
T
I
O
N
S
R
E
T
U
R
N
I
N
G
N
U
M
B
E
R
O
F
E
X
E
C
*
/

16
1

16
2
i
n
t
S
T
A
T
E
_
P
R
O
G
_
n
u
m
b
e
r
_
o
f
_
e
x
e
c
s
(
)
{

16
3
r
e
t
u
r
n
(
0
)
;

16
4
}

16
5

16
6
/
*
A
U
T
O
M
A
T
O
N
(
S
T
A
T
E
A
C
T
I
O
N
-
T
R
E
E
S
)
*
/

16
7

16
8
s
t
a
t
i
c
v
o
i
d
_
_
S
T
A
T
E
_
P
R
O
G
_
_
r
e
s
e
t
_
i
n
p
u
t
(
)
{

16
9
_
_
S
T
A
T
E
_
P
R
O
G
_
V
0
=
_
f
a
l
s
e
;

17
0
_
_
S
T
A
T
E
_
P
R
O
G
_
V
1
=
_
f
a
l
s
e
;

17
1
}

17
2

17
3
/
*
R
E
D
E
F
I
N
A
B
L
E
B
I
T
T
Y
P
E
*
/

17
4

17
5
#
i
f
n
d
e
f
_
_
S
S
C
_
B
I
T
_
T
Y
P
E
_
D
E
F
I
N
E
D

17
6
t
y
p
e
d
e
f
c
h
a
r
_
_
S
S
C
_
B
I
T
_
T
Y
P
E
;

17
7
#
e
n
d
i
f

17
8

17
9
/
*
R
E
G
I
S
T
E
R
V
A
R
I
A
B
L
E
S
*
/

18
0

18
1
s
t
a
t
i
c
_
_
S
S
C
_
B
I
T
_
T
Y
P
E
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
2
]
=
{
_
t
r
u
e
,

18
2
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,

18
3
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,

18
4
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
,
_
f
a
l
s
e
}
;

18
5

18
6
/
*
A
U
T
O
M
A
T
O
N
E
N
G
I
N
E
*
/

18
7

18
8
i
n
t
S
T
A
T
E
_
P
R
O
G
(
)
{

18
9
/
*
A
U
X
I
L
I
A
R
Y
V
A
R
I
A
B
L
E
S
*
/

19
0

19
1
s
t
a
t
i
c
_
_
S
S
C
_
B
I
T
_
T
Y
P
E
E
[
1
0
6
]
;

19
2
E
[
0
]
=
(

19
3
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

19
4
E
[
1
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

19
5
E
[
2
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
4
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

19
6
E
[
3
]
=
E
[
2
]
&
&
(

19
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

19
8
E
[
4
]
=
E
[
3
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

19
9
E
[
5
]
=
E
[
4
]
;

20
0
E
[
6
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
1
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

20
1
E
[
7
]
=
E
[
6
]
&
&
(

20
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

20
3
E
[
8
]
=
E
[
7
]
;

20
4
E
[
9
]
=
E
[
7
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

20
5
E
[
1
0
]
=
E
[
9
]
;

20
6
E
[
1
1
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
1
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

20
7
E
[
1
2
]
=
(

20
8
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
&
&
E
[
1
1
]
;

20
9
i
f
(
E
[
1
2
]
)
{

21
0
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
1
;

21
1
}

21
2
i
f
(
E
[
1
2
]
)
{

21
3
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
2
;

21
4
}

21
5
E
[
1
3
]
=
E
[
1
2
]
;

21
6
E
[
1
4
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
7
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
6
]
;

21
7
E
[
1
5
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
8
]
|
|
E
[
1
4
]
;

21
8
E
[
1
6
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
4
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
3
]
;

21
9
E
[
1
7
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
5
]
|
|
E
[
1
6
]
;

22
0
E
[
1
8
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
2
]
|
|
E
[
1
5
]
|
|
E
[
1
7
]
;

22
1
E
[
1
9
]
=
E
[
1
8
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

22
2
E
[
2
0
]
=
E
[
1
9
]
&
&
!
(
E
[
1
2
]
)
;

22
3
E
[
2
1
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
8
]
;

22
4
E
[
2
2
]
=
E
[
2
1
]
&
&
(

22
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

22
6
i
f
(
E
[
2
2
]
)
{

22
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
5
;

22
8
}

22
9
E
[
2
3
]
=
E
[
2
2
]
;

23
0
E
[
2
4
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
5
]
;

23
1
E
[
2
5
]
=
(

23
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
&
&
E
[
2
4
]
;

23
3
i
f
(
E
[
2
5
]
)
{

23
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
4
;

23
5
}

23
6
E
[
2
6
]
=
E
[
2
5
]
;

23
7
E
[
2
7
]
=
E
[
1
2
]
;

23
8
E
[
2
8
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
7
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;
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23
9
E
[
2
9
]
=
E
[
2
8
]
&
&
(

24
0
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

24
1
i
f
(
E
[
2
9
]
)
{

24
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
8
;

24
3
}

24
4
E
[
2
8
]
=
E
[
2
8
]
&
&
!
(
(

24
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

24
6
E
[
3
0
]
=
E
[
2
8
]
&
&
(

24
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

24
8
E
[
3
1
]
=
E
[
2
9
]
|
|
E
[
3
0
]
;

24
9
E
[
3
2
]
=
E
[
3
1
]
;

25
0
E
[
3
3
]
=
E
[
3
1
]
;

25
1
i
f
(
E
[
3
]
)
{

25
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
6
;

25
3
}

25
4
E
[
2
]
=
E
[
2
]
&
&
!
(
(

25
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

25
6
E
[
3
4
]
=
E
[
2
]
&
&
(

25
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

25
8
i
f
(
E
[
3
4
]
)
{

25
9
_
_
S
T
A
T
E
_
P
R
O
G
_
A
7
;

26
0
}

26
1
E
[
3
5
]
=
E
[
3
]
|
|
E
[
3
4
]
;

26
2
E
[
3
6
]
=
E
[
3
5
]
;

26
3
E
[
3
7
]
=
E
[
3
4
]
;

26
4
E
[
3
8
]
=
(

26
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

26
6
E
[
3
9
]
=
_
f
a
l
s
e
;

26
7
E
[
4
0
]
=
_
f
a
l
s
e
;

26
8
E
[
4
1
]
=
E
[
7
]
;

26
9
E
[
4
2
]
=
_
f
a
l
s
e
;

27
0
E
[
4
3
]
=
E
[
2
2
]
;

27
1
E
[
4
4
]
=
_
f
a
l
s
e
;

27
2
E
[
4
5
]
=
E
[
2
5
]
;

27
3
E
[
4
6
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
4
]
;

27
4
E
[
1
9
]
=
E
[
1
9
]
&
&
E
[
1
2
]
;

27
5
E
[
4
7
]
=
(
E
[
1
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
4
]
)
|
|
(
E
[
4
6
]
&
&
E
[
2
5
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
4
]
)
;

27
6
E
[
4
8
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
3
]
;

27
7
E
[
4
8
]
=
(
E
[
4
6
]
&
&
!
(
E
[
2
5
]
)
)
|
|
(
E
[
4
8
]
&
&
!
(
E
[
2
5
]
)
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
3
]
)
|
|

27
8

(
(
E
[
1
9
]
|
|
(
E
[
4
8
]
&
&
E
[
2
5
]
)
)
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
3
]
)
;

27
9
E
[
1
6
]
=
(
E
[
1
7
]
&
&
!
(
E
[
1
6
]
)
)
|
|
E
[
4
7
]
|
|
E
[
4
8
]
;

28
0
E
[
2
4
]
=
!
(
(

28
1
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
&
&
E
[
2
4
]
;

28
2
E
[
2
4
]
=
(
E
[
1
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
5
]
)
|
|
E
[
2
4
]
;

28
3
E
[
1
7
]
=
(
E
[
1
7
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
5
]
)
)
|
|
E
[
2
4
]
;

28
4
E
[
4
6
]
=
(
E
[
1
7
]
|
|
E
[
2
5
]
)
&
&
E
[
1
6
]
&
&
E
[
2
5
]
;

28
5
E
[
4
9
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
7
]
;

28
6
E
[
5
0
]
=
(
E
[
1
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
7
]
)
|
|
(
E
[
4
9
]
&
&
E
[
2
2
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
7
]
)
;

28
7
E
[
5
1
]
=
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
6
]
;

28
8
E
[
5
1
]
=
(
E
[
4
9
]
&
&
!
(
E
[
2
2
]
)
)
|
|
(
E
[
5
1
]
&
&
!
(
E
[
2
2
]
)
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
6
]
)
|
|

28
9

(
(
(
E
[
5
1
]
&
&
E
[
2
2
]
)
|
|
E
[
1
9
]
)
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
6
]
)
;

29
0
E
[
1
4
]
=
(
E
[
1
5
]
&
&
!
(
E
[
1
4
]
)
)
|
|
E
[
5
0
]
|
|
E
[
5
1
]
;

29
1
E
[
2
1
]
=
E
[
2
1
]
&
&
!
(
(

29
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

29
3
E
[
2
1
]
=
(
E
[
1
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
8
]
)
|
|
E
[
2
1
]
;

29
4
E
[
1
5
]
=
(
E
[
1
5
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
8
]
)
)
|
|
E
[
2
1
]
;

29
5
E
[
4
9
]
=
(
E
[
1
5
]
|
|
E
[
2
2
]
)
&
&
E
[
1
4
]
&
&
E
[
2
2
]
;

29
6
E
[
5
2
]
=
E
[
4
9
]
|
|
E
[
4
6
]
;

29
7
E
[
5
3
]
=
E
[
5
2
]
;

29
8
E
[
5
4
]
=
E
[
2
5
]
;

29
9
E
[
5
5
]
=
_
f
a
l
s
e
;

30
0
E
[
5
6
]
=
E
[
1
2
]
;

30
1
E
[
5
7
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
0
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

30
2
E
[
5
8
]
=
E
[
5
7
]
&
&
!
(
E
[
1
2
]
)
;

30
3
E
[
5
9
]
=
E
[
5
8
]
|
|
E
[
2
2
]
;

30
4
E
[
5
2
]
=
E
[
5
8
]
|
|
E
[
5
2
]
;

30
5
E
[
5
8
]
=
E
[
5
9
]
&
&
E
[
5
2
]
;

30
6
E
[
6
0
]
=
E
[
5
8
]
&
&
(

30
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

30
8
i
f
(
E
[
6
0
]
)
{

30
9
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
3
;

31
0
}

31
1
E
[
6
]
=
E
[
6
]
&
&
!
(
(

31
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

31
3
E
[
6
1
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
9
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

31
4
E
[
6
2
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
0
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

31
5
E
[
6
1
]
=
(
E
[
6
2
]
&
&
!
(
E
[
7
]
)
)
|
|
(
E
[
6
1
]
&
&
!
(
E
[
7
]
)
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
9
]
)
|
|

31
6

(
E
[
6
1
]
&
&
E
[
7
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
9
]
)
;

31
7
E
[
6
2
]
=
E
[
6
2
]
&
&
E
[
7
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
0
]
;

31
8
E
[
6
3
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
0
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
9
]
;

31
9
E
[
6
4
]
=
E
[
6
3
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
1
]
;

32
0
E
[
6
3
]
=
(
E
[
6
4
]
&
&
!
(
E
[
6
3
]
)
)
|
|
E
[
6
2
]
|
|
E
[
6
1
]
;

32
1
E
[
6
5
]
=
(
E
[
6
4
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
1
]
)
)
|
|
E
[
6
]
;

32
2
E
[
7
]
=
(
E
[
6
5
]
|
|
E
[
7
]
)
&
&
E
[
6
3
]
&
&
E
[
7
]
;

32
3
E
[
6
6
]
=
E
[
5
8
]
&
&
!
(
(

32
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

32
5
E
[
6
6
]
=
E
[
6
6
]
|
|
E
[
6
0
]
;

32
6
E
[
5
2
]
=
!
(
E
[
5
9
]
)
&
&
E
[
5
2
]
;
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32
7
E
[
6
7
]
=
E
[
5
2
]
&
&
E
[
2
5
]
;

32
8
E
[
5
2
]
=
E
[
5
2
]
&
&
!
(
E
[
2
5
]
)
;

32
9
E
[
1
9
]
=
(
E
[
2
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
2
]
)
|
|
(
E
[
1
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
2
]
)
;

33
0
E
[
1
4
]
=
(
(
E
[
2
4
]
|
|
E
[
4
7
]
|
|
E
[
4
8
]
)
&
&
E
[
1
7
]
&
&
E
[
1
6
]
)
|
|
(
(
E
[
2
1
]
|
|
E
[
5
0
]
|
|
E
[
5
1
]
)
&
&

33
1

E
[
1
5
]
&
&
E
[
1
4
]
)
|
|
E
[
1
9
]
|
|
E
[
5
2
]
|
|
E
[
6
7
]
|
|
E
[
6
6
]
;

33
2
E
[
5
7
]
=
E
[
5
7
]
&
&
E
[
1
2
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
0
]
;

33
3
E
[
1
8
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
0
]
|
|
E
[
1
8
]
;

33
4
E
[
1
5
]
=
E
[
1
8
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
1
]
;

33
5
E
[
1
8
]
=
(
E
[
1
5
]
&
&
!
(
E
[
1
8
]
)
)
|
|
E
[
5
7
]
|
|
E
[
1
4
]
;

33
6
E
[
1
1
]
=
!
(
(

33
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
&
&
E
[
1
1
]
;

33
8
E
[
1
6
]
=
E
[
1
1
]
|
|
(
E
[
1
5
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
1
]
)
)
;

33
9
E
[
1
7
]
=
(
E
[
1
6
]
|
|
E
[
1
2
]
)
&
&
E
[
1
8
]
&
&
E
[
1
2
]
;

34
0
E
[
2
0
]
=
E
[
7
]
|
|
E
[
1
7
]
;

34
1
E
[
6
8
]
=
E
[
2
0
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

34
2
E
[
6
9
]
=
!
(
E
[
9
]
)
&
&
E
[
6
8
]
;

34
3
E
[
7
0
]
=
E
[
6
9
]
&
&
E
[
1
2
]
;

34
4
E
[
7
1
]
=
E
[
7
0
]
;

34
5
E
[
6
8
]
=
E
[
9
]
&
&
E
[
6
8
]
;

34
6
E
[
4
9
]
=
E
[
1
7
]
|
|
E
[
4
9
]
|
|
E
[
4
9
]
|
|
E
[
4
9
]
;

34
7
E
[
9
]
=
!
(
E
[
1
7
]
)
&
&
E
[
6
7
]
;

34
8
E
[
7
2
]
=
E
[
6
7
]
;

34
9
E
[
6
7
]
=
E
[
6
7
]
;

35
0
E
[
7
3
]
=
E
[
6
8
]
&
&
(

35
1
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

35
2
i
f
(
E
[
7
3
]
)
{

35
3
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
3
;

35
4
}

35
5
E
[
4
6
]
=
E
[
1
7
]
|
|
E
[
4
6
]
|
|
E
[
4
6
]
|
|
E
[
4
6
]
;

35
6
E
[
7
4
]
=
!
(
E
[
1
7
]
)
&
&
E
[
6
6
]
;

35
7
E
[
7
5
]
=
E
[
6
8
]
&
&
!
(
(

35
8
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

35
9
E
[
7
5
]
=
E
[
7
5
]
|
|
E
[
7
3
]
;

36
0
E
[
6
6
]
=
E
[
7
5
]
|
|
E
[
6
6
]
;

36
1
E
[
5
8
]
=
E
[
6
8
]
|
|
E
[
5
8
]
;

36
2
E
[
5
9
]
=
E
[
6
8
]
|
|
E
[
5
9
]
;

36
3
E
[
7
6
]
=
E
[
6
8
]
;

36
4
E
[
2
0
]
=
E
[
2
0
]
;

36
5
E
[
6
9
]
=
E
[
6
9
]
&
&
!
(
E
[
1
2
]
)
;

36
6
E
[
7
7
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
9
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

36
7
E
[
7
8
]
=
E
[
7
0
]
;

36
8
E
[
7
9
]
=
E
[
6
8
]
;

36
9
E
[
8
0
]
=
_
f
a
l
s
e
;

37
0
E
[
8
1
]
=
E
[
3
1
]
;

37
1
E
[
8
2
]
=
_
f
a
l
s
e
;

37
2
E
[
8
3
]
=
E
[
3
5
]
;

37
3
E
[
2
8
]
=
E
[
2
8
]
&
&
!
(
(

37
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

37
5
E
[
8
4
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
5
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

37
6
E
[
8
5
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
6
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

37
7
E
[
8
4
]
=
(
!
(
E
[
3
1
]
)
&
&
E
[
8
5
]
)
|
|
(
!
(
E
[
3
1
]
)
&
&
E
[
8
4
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
5
]
)
|
|

37
8

(
E
[
3
1
]
&
&
E
[
8
4
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
5
]
)
;

37
9
E
[
8
5
]
=
E
[
3
1
]
&
&
E
[
8
5
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
6
]
;

38
0
E
[
8
6
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
6
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
5
]
;

38
1
E
[
8
7
]
=
E
[
8
6
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
7
]
;

38
2
E
[
8
6
]
=
(
E
[
8
7
]
&
&
!
(
E
[
8
6
]
)
)
|
|
E
[
8
5
]
|
|
E
[
8
4
]
;

38
3
E
[
8
8
]
=
(
E
[
8
7
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
7
]
)
)
|
|
E
[
2
8
]
;

38
4
E
[
3
0
]
=
E
[
3
1
]
&
&
(
E
[
8
8
]
|
|
E
[
2
9
]
|
|
E
[
3
0
]
)
&
&
E
[
8
6
]
;

38
5
E
[
8
9
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

38
6
E
[
9
0
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
3
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

38
7
E
[
8
9
]
=
(
!
(
E
[
3
5
]
)
&
&
E
[
9
0
]
)
|
|
(
!
(
E
[
3
5
]
)
&
&
E
[
8
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
)
|
|

38
8

(
E
[
3
5
]
&
&
E
[
8
9
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
)
;

38
9
E
[
9
0
]
=
E
[
3
5
]
&
&
E
[
9
0
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
3
]
;

39
0
E
[
9
1
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
3
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
;

39
1
E
[
9
2
]
=
E
[
9
1
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
4
]
;

39
2
E
[
9
1
]
=
(
E
[
9
2
]
&
&
!
(
E
[
9
1
]
)
)
|
|
E
[
9
0
]
|
|
E
[
8
9
]
;

39
3
E
[
2
]
=
E
[
2
]
&
&
!
(
(

39
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

39
5
E
[
9
3
]
=
(
E
[
9
2
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
4
]
)
)
|
|
E
[
2
]
;

39
6
E
[
3
5
]
=
E
[
3
5
]
&
&
(
E
[
9
3
]
|
|
E
[
3
]
|
|
E
[
3
4
]
)
&
&
E
[
9
1
]
;

39
7
E
[
9
4
]
=
E
[
3
0
]
|
|
E
[
3
5
]
;

39
8
E
[
9
5
]
=
E
[
9
4
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

39
9
E
[
9
6
]
=
!
(
E
[
4
]
)
&
&
E
[
9
5
]
;

40
0
E
[
9
7
]
=
E
[
9
6
]
&
&
E
[
3
4
]
;

40
1
E
[
9
8
]
=
E
[
9
7
]
;

40
2
E
[
9
5
]
=
E
[
4
]
&
&
E
[
9
5
]
;

40
3
E
[
4
]
=
E
[
9
5
]
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
;

40
4
i
f
(
E
[
4
]
)
{

40
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
5
;

40
6
}

40
7
E
[
9
9
]
=
(
E
[
9
5
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
)
|
|
E
[
4
]
;

40
8
E
[
1
0
0
]
=
E
[
9
9
]
;

40
9
E
[
9
4
]
=
E
[
9
4
]
;

41
0
E
[
9
6
]
=
E
[
9
6
]
&
&
!
(
E
[
3
4
]
)
;

41
1
E
[
1
0
1
]
=
!
(
E
[
3
1
]
)
&
&
E
[
9
6
]
;

41
2
E
[
1
0
2
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

41
3
E
[
9
6
]
=
E
[
3
1
]
&
&
E
[
9
6
]
;

41
4
E
[
3
1
]
=
E
[
9
6
]
&
&
!
(
(
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41
5
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

41
6
E
[
1
0
3
]
=
E
[
3
1
]
&
&
(

41
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

41
8
i
f
(
E
[
1
0
3
]
)
{

41
9
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
0
;

42
0
}

42
1
E
[
1
0
4
]
=
E
[
9
6
]
&
&
(

42
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

42
3
i
f
(
E
[
1
0
4
]
)
{

42
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
9
;

42
5
}

42
6
i
f
(
_
f
a
l
s
e
)
{

42
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
0
;

42
8
}

42
9
i
f
(
_
f
a
l
s
e
)
{

43
0
_
_
S
T
A
T
E
_
P
R
O
G
_
A
9
;

43
1
}

43
2
E
[
3
1
]
=
E
[
3
1
]
&
&
!
(
(

43
3
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

43
4
E
[
3
1
]
=
E
[
3
1
]
|
|
E
[
1
0
4
]
|
|
E
[
1
0
3
]
;

43
5
E
[
1
0
5
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
8
]
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
)
;

43
6
E
[
8
6
]
=
(
(
E
[
2
]
|
|
E
[
9
0
]
|
|
E
[
8
9
]
)
&
&
E
[
9
3
]
&
&
E
[
9
1
]
)
|
|
(
(
E
[
2
8
]
|
|
E
[
8
5
]
|
|
E
[
8
4
]
)
&
&

43
7

E
[
8
8
]
&
&
E
[
8
6
]
)
|
|
E
[
1
0
2
]
|
|
E
[
1
0
5
]
|
|
E
[
1
0
1
]
|
|
E
[
9
7
]
|
|
E
[
9
9
]
|
|
E
[
3
1
]
;

43
8
E
[
6
3
]
=
(
(
E
[
1
1
]
|
|
E
[
5
7
]
|
|
E
[
1
4
]
)
&
&
E
[
1
6
]
&
&
E
[
1
8
]
)
|
|
(
(
E
[
6
]
|
|
E
[
6
2
]
|
|
E
[
6
1
]
)
&
&

43
9

E
[
6
5
]
&
&
E
[
6
3
]
)
|
|
E
[
7
7
]
|
|
E
[
6
9
]
|
|
E
[
7
0
]
|
|
(
(
E
[
7
5
]
|
|
E
[
6
8
]
)
&
&
E
[
7
5
]
&
&
E
[
6
8
]
)
;

44
0
E
[
9
2
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
]
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
8
]
|
|
E
[
8
7
]
|
|
E
[
9
2
]
;

44
1
E
[
1
5
]
=
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
9
]
|
|
E
[
6
4
]
|
|
E
[
1
5
]
;

44
2
E
[
6
4
]
=
E
[
9
2
]
|
|
E
[
1
5
]
;

44
3
E
[
6
3
]
=
(
(
E
[
6
4
]
&
&
!
(
E
[
9
2
]
)
)
|
|
E
[
8
6
]
)
&
&
(
(
E
[
6
4
]
&
&
!
(
E
[
1
5
]
)
)
|
|
E
[
6
3
]
)
&
&
(
E
[
8
6
]
|
|
E
[
6
3
]
)
;

44
4
E
[
9
6
]
=
E
[
9
6
]
;

44
5
E
[
8
6
]
=
E
[
9
7
]
;

44
6
E
[
9
5
]
=
E
[
9
5
]
;

44
7
E
[
1
5
]
=
_
f
a
l
s
e
;

44
8
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
=
_
f
a
l
s
e
;

44
9
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
]
=
E
[
1
0
2
]
|
|
E
[
1
0
1
]
;

45
0
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
=
E
[
9
9
]
|
|
(
!
(
E
[
3
5
]
)
&
&
E
[
8
9
]
)
;

45
1
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
3
]
=
!
(
E
[
3
5
]
)
&
&
E
[
9
0
]
;

45
2
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
4
]
=
E
[
9
9
]
|
|
(
!
(
E
[
3
5
]
)
&
&
E
[
2
]
)
;

45
3
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
5
]
=
E
[
9
7
]
|
|
(
!
(
E
[
3
0
]
)
&
&
E
[
8
4
]
)
;

45
4
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
6
]
=
!
(
E
[
3
0
]
)
&
&
E
[
8
5
]
;

45
5
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
7
]
=
E
[
9
7
]
|
|
(
!
(
E
[
3
0
]
)
&
&
E
[
2
8
]
)
;

45
6
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
8
]
=
E
[
1
0
5
]
|
|
E
[
3
1
]
;

45
7
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
9
]
=
E
[
7
7
]
|
|
E
[
6
9
]
;

45
8
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
0
]
=
!
(
E
[
1
7
]
)
&
&
E
[
5
7
]
;

45
9
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
1
]
=
E
[
6
8
]
|
|
(
!
(
E
[
1
7
]
)
&
&
E
[
1
1
]
)
;

46
0
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
2
]
=
(
!
(
E
[
1
7
]
)
&
&
E
[
1
9
]
)
|
|
(
!
(
E
[
1
7
]
)
&
&
E
[
5
2
]
)
;

46
1
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
3
]
=
E
[
7
5
]
|
|
E
[
7
4
]
|
|
(
!
(
E
[
4
6
]
)
&
&
E
[
4
8
]
)
;

46
2
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
4
]
=
!
(
E
[
4
6
]
)
&
&
E
[
4
7
]
;

46
3
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
5
]
=
E
[
7
5
]
|
|
E
[
7
4
]
|
|
(
!
(
E
[
4
6
]
)
&
&
E
[
2
4
]
)
;

46
4
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
6
]
=
E
[
9
]
|
|
(
!
(
E
[
4
9
]
)
&
&
E
[
5
1
]
)
;

46
5
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
7
]
=
!
(
E
[
4
9
]
)
&
&
E
[
5
0
]
;

46
6
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
8
]
=
E
[
9
]
|
|
(
!
(
E
[
4
9
]
)
&
&
E
[
2
1
]
)
;

46
7
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
9
]
=
E
[
7
0
]
|
|
(
!
(
E
[
7
]
)
&
&
E
[
6
1
]
)
;

46
8
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
0
]
=
!
(
E
[
7
]
)
&
&
E
[
6
2
]
;

46
9
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
1
]
=
E
[
7
0
]
|
|
(
!
(
E
[
7
]
)
&
&
E
[
6
]
)
;

47
0
_
_
S
T
A
T
E
_
P
R
O
G
_
_
r
e
s
e
t
_
i
n
p
u
t
(
)
;

47
1
r
e
t
u
r
n
E
[
6
3
]
;

47
2
}

47
3

47
4
/
*
A
U
T
O
M
A
T
O
N
R
E
S
E
T
*
/

47
5

47
6
i
n
t
S
T
A
T
E
_
P
R
O
G
_
r
e
s
e
t
(
)
{

47
7
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
0
]
=
_
t
r
u
e
;

47
8
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
1
]
=
_
f
a
l
s
e
;

47
9
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
]
=
_
f
a
l
s
e
;

[.
..
]

49
8
_
_
S
T
A
T
E
_
P
R
O
G
_
R
[
2
1
]
=
_
f
a
l
s
e
;

49
9
_
_
S
T
A
T
E
_
P
R
O
G
_
_
r
e
s
e
t
_
i
n
p
u
t
(
)
;

50
0
r
e
t
u
r
n
0
;

50
1
}

A
.4

.2
E

st
er

el
-C

om
pi

le
r

O
ut

pu
tO

pt
im

iz
ed

fo
r

M
em

or
y

E
ffi

ci
en

cy
17

3
/
*
R
E
G
I
S
T
E
R
V
A
R
I
A
B
L
E
S
*
/

17
4

17
5
s
t
r
u
c
t
R
E
G
I
S
T
E
R
S
{

17
6

u
n
s
i
g
n
e
d
i
n
t
R
0
:
1
;

17
7

u
n
s
i
g
n
e
d
i
n
t
R
1
:
1
;

17
8

u
n
s
i
g
n
e
d
i
n
t
R
2
:
1
;

[.
..
]

19
7

u
n
s
i
g
n
e
d
i
n
t
R
2
1
:
1
;

19
8
}
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
;

19
9
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20
0
/
*
A
U
T
O
M
A
T
O
N
E
N
G
I
N
E
*
/

20
1

20
2
i
n
t
S
T
A
T
E
_
P
R
O
G
(
)
{

20
3
/
*
A
U
X
I
L
I
A
R
Y
V
A
R
I
A
B
L
E
S
*
/

20
4

20
5
s
t
a
t
i
c
s
t
r
u
c
t
{

20
6

u
n
s
i
g
n
e
d
i
n
t
E
0
:
1
;

20
7

u
n
s
i
g
n
e
d
i
n
t
E
1
:
1
;

20
8

u
n
s
i
g
n
e
d
i
n
t
E
2
:
1
;

[.
..
]

31
0

u
n
s
i
g
n
e
d
i
n
t
E
1
0
4
:
1
;

31
1

u
n
s
i
g
n
e
d
i
n
t
E
1
0
5
:
1
;

31
2
}
b
i
t
E
;

31
3

31
4
b
i
t
E
.
E
0
=
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

31
5
b
i
t
E
.
E
1
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
;

31
6
b
i
t
E
.
E
2
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
4
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

31
7
b
i
t
E
.
E
3
=
b
i
t
E
.
E
2
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

31
8
b
i
t
E
.
E
4
=
b
i
t
E
.
E
3
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
;

31
9
b
i
t
E
.
E
5
=
b
i
t
E
.
E
4
;

32
0
b
i
t
E
.
E
6
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
1
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

32
1
b
i
t
E
.
E
7
=
b
i
t
E
.
E
6
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

32
2
b
i
t
E
.
E
8
=
b
i
t
E
.
E
7
;

32
3
b
i
t
E
.
E
9
=
b
i
t
E
.
E
7
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
;

32
4
b
i
t
E
.
E
1
0
=
b
i
t
E
.
E
9
;

32
5
b
i
t
E
.
E
1
1
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
1
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

32
6
b
i
t
E
.
E
1
2
=
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
&
&
b
i
t
E
.
E
1
1
;

32
7
i
f
(
b
i
t
E
.
E
1
2
)
{

32
8
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
1
;

32
9
}

33
0
i
f
(
b
i
t
E
.
E
1
2
)
{

33
1
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
2
;

33
2
}

33
3
b
i
t
E
.
E
1
3
=
b
i
t
E
.
E
1
2
;

33
4
b
i
t
E
.
E
1
4
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
7
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
6
;

33
5
b
i
t
E
.
E
1
5
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
8
|
|
b
i
t
E
.
E
1
4
;

33
6
b
i
t
E
.
E
1
6
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
4
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
3
;

33
7
b
i
t
E
.
E
1
7
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
5
|
|
b
i
t
E
.
E
1
6
;

33
8
b
i
t
E
.
E
1
8
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
2
|
|
b
i
t
E
.
E
1
5
|
|
b
i
t
E
.
E
1
7
;

33
9
b
i
t
E
.
E
1
9
=
b
i
t
E
.
E
1
8
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

34
0
b
i
t
E
.
E
2
0
=
b
i
t
E
.
E
1
9
&
&
!
(
b
i
t
E
.
E
1
2
)
;

34
1
b
i
t
E
.
E
2
1
=
b
i
t
E
.
E
2
0
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
8
;

34
2
b
i
t
E
.
E
2
2
=
b
i
t
E
.
E
2
1
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

34
3
i
f
(
b
i
t
E
.
E
2
2
)
{

34
4
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
5
;

34
5
}

34
6
b
i
t
E
.
E
2
3
=
b
i
t
E
.
E
2
2
;

34
7
b
i
t
E
.
E
2
4
=
b
i
t
E
.
E
2
0
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
5
;

34
8
b
i
t
E
.
E
2
5
=
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
&
&
b
i
t
E
.
E
2
4
;

34
9
i
f
(
b
i
t
E
.
E
2
5
)
{

35
0
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
4
;

35
1
}

35
2
b
i
t
E
.
E
2
6
=
b
i
t
E
.
E
2
5
;

35
3
b
i
t
E
.
E
2
7
=
b
i
t
E
.
E
1
2
;

35
4
b
i
t
E
.
E
2
8
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
7
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

35
5
b
i
t
E
.
E
2
9
=
b
i
t
E
.
E
2
8
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

35
6
i
f
(
b
i
t
E
.
E
2
9
)
{

35
7
_
_
S
T
A
T
E
_
P
R
O
G
_
A
8
;

35
8
}

35
9
b
i
t
E
.
E
2
8
=
b
i
t
E
.
E
2
8
&
&
!
(
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
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A
T
E
_
P
R
O
G
_
A
2
)
)
;

46
6
b
i
t
E
.
E
7
5
=
b
i
t
E
.
E
7
5
|
|
b
i
t
E
.
E
7
3
;

46
7
b
i
t
E
.
E
6
6
=
b
i
t
E
.
E
7
5
|
|
b
i
t
E
.
E
6
6
;

46
8
b
i
t
E
.
E
5
8
=
b
i
t
E
.
E
6
8
|
|
b
i
t
E
.
E
5
8
;

46
9
b
i
t
E
.
E
5
9
=
b
i
t
E
.
E
6
8
|
|
b
i
t
E
.
E
5
9
;

47
0
b
i
t
E
.
E
7
6
=
b
i
t
E
.
E
6
8
;

47
1
b
i
t
E
.
E
2
0
=
b
i
t
E
.
E
2
0
;

47
2
b
i
t
E
.
E
6
9
=
b
i
t
E
.
E
6
9
&
&
!
(
b
i
t
E
.
E
1
2
)
;

47
3
b
i
t
E
.
E
7
7
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
9
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

47
4
b
i
t
E
.
E
7
8
=
b
i
t
E
.
E
7
0
;
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47
5
b
i
t
E
.
E
7
9
=
b
i
t
E
.
E
6
8
;

47
6
b
i
t
E
.
E
8
0
=
_
f
a
l
s
e
;

47
7
b
i
t
E
.
E
8
1
=
b
i
t
E
.
E
3
1
;

47
8
b
i
t
E
.
E
8
2
=
_
f
a
l
s
e
;

47
9
b
i
t
E
.
E
8
3
=
b
i
t
E
.
E
3
5
;

48
0
b
i
t
E
.
E
2
8
=
b
i
t
E
.
E
2
8
&
&
!
(
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

48
1
b
i
t
E
.
E
8
4
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
5
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

48
2
b
i
t
E
.
E
8
5
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
6
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

48
3
b
i
t
E
.
E
8
4
=
(
!
(
b
i
t
E
.
E
3
1
)
&
&
b
i
t
E
.
E
8
5
)
|
|
(
!
(
b
i
t
E
.
E
3
1
)
&
&
b
i
t
E
.
E
8
4
&
&

48
4

_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
5
)
|
|
(
b
i
t
E
.
E
3
1
&
&
b
i
t
E
.
E
8
4
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
5
)
;

48
5
b
i
t
E
.
E
8
5
=
b
i
t
E
.
E
3
1
&
&
b
i
t
E
.
E
8
5
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
6
;

48
6
b
i
t
E
.
E
8
6
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
6
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
5
;

48
7
b
i
t
E
.
E
8
7
=
b
i
t
E
.
E
8
6
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
7
;

48
8
b
i
t
E
.
E
8
6
=
(
b
i
t
E
.
E
8
7
&
&
!
(
b
i
t
E
.
E
8
6
)
)
|
|
b
i
t
E
.
E
8
5
|
|
b
i
t
E
.
E
8
4
;

48
9
b
i
t
E
.
E
8
8
=
(
b
i
t
E
.
E
8
7
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
7
)
)
|
|
b
i
t
E
.
E
2
8
;

49
0
b
i
t
E
.
E
3
0
=
b
i
t
E
.
E
3
1
&
&
(
b
i
t
E
.
E
8
8
|
|
b
i
t
E
.
E
2
9
|
|
b
i
t
E
.
E
3
0
)
&
&
b
i
t
E
.
E
8
6
;

49
1
b
i
t
E
.
E
8
9
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

49
2
b
i
t
E
.
E
9
0
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
3
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

49
3
b
i
t
E
.
E
8
9
=
(
!
(
b
i
t
E
.
E
3
5
)
&
&
b
i
t
E
.
E
9
0
)
|
|
(
!
(
b
i
t
E
.
E
3
5
)
&
&
b
i
t
E
.
E
8
9
&
&

49
4

_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
)
|
|
(
b
i
t
E
.
E
3
5
&
&
b
i
t
E
.
E
8
9
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
)
;

49
5
b
i
t
E
.
E
9
0
=
b
i
t
E
.
E
3
5
&
&
b
i
t
E
.
E
9
0
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
3
;

49
6
b
i
t
E
.
E
9
1
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
3
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
;

49
7
b
i
t
E
.
E
9
2
=
b
i
t
E
.
E
9
1
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
4
;

49
8
b
i
t
E
.
E
9
1
=
(
b
i
t
E
.
E
9
2
&
&
!
(
b
i
t
E
.
E
9
1
)
)
|
|
b
i
t
E
.
E
9
0
|
|
b
i
t
E
.
E
8
9
;

49
9
b
i
t
E
.
E
2
=
b
i
t
E
.
E
2
&
&
!
(
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

50
0
b
i
t
E
.
E
9
3
=
(
b
i
t
E
.
E
9
2
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
4
)
)
|
|
b
i
t
E
.
E
2
;

50
1
b
i
t
E
.
E
3
5
=
b
i
t
E
.
E
3
5
&
&
(
b
i
t
E
.
E
9
3
|
|
b
i
t
E
.
E
3
|
|
b
i
t
E
.
E
3
4
)
&
&
b
i
t
E
.
E
9
1
;

50
2
b
i
t
E
.
E
9
4
=
b
i
t
E
.
E
3
0
|
|
b
i
t
E
.
E
3
5
;

50
3
b
i
t
E
.
E
9
5
=
b
i
t
E
.
E
9
4
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
;

50
4
b
i
t
E
.
E
9
6
=
!
(
b
i
t
E
.
E
4
)
&
&
b
i
t
E
.
E
9
5
;

50
5
b
i
t
E
.
E
9
7
=
b
i
t
E
.
E
9
6
&
&
b
i
t
E
.
E
3
4
;

50
6
b
i
t
E
.
E
9
8
=
b
i
t
E
.
E
9
7
;

50
7
b
i
t
E
.
E
9
5
=
b
i
t
E
.
E
4
&
&
b
i
t
E
.
E
9
5
;

50
8
b
i
t
E
.
E
4
=
b
i
t
E
.
E
9
5
&
&
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
;

50
9
i
f
(
b
i
t
E
.
E
4
)
{

51
0
_
_
S
T
A
T
E
_
P
R
O
G
_
A
5
;

51
1
}

51
2
b
i
t
E
.
E
9
9
=
(
b
i
t
E
.
E
9
5
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
)
|
|
b
i
t
E
.
E
4
;

51
3
b
i
t
E
.
E
1
0
0
=
b
i
t
E
.
E
9
9
;

51
4
b
i
t
E
.
E
9
4
=
b
i
t
E
.
E
9
4
;

51
5
b
i
t
E
.
E
9
6
=
b
i
t
E
.
E
9
6
&
&
!
(
b
i
t
E
.
E
3
4
)
;

51
6
b
i
t
E
.
E
1
0
1
=
!
(
b
i
t
E
.
E
3
1
)
&
&
b
i
t
E
.
E
9
6
;

51
7
b
i
t
E
.
E
1
0
2
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

51
8
b
i
t
E
.
E
9
6
=
b
i
t
E
.
E
3
1
&
&
b
i
t
E
.
E
9
6
;

51
9
b
i
t
E
.
E
3
1
=
b
i
t
E
.
E
9
6
&
&
!
(
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
)
;

52
0
b
i
t
E
.
E
1
0
3
=
b
i
t
E
.
E
3
1
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
;

52
1
i
f
(
b
i
t
E
.
E
1
0
3
)
{

52
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
0
;

52
3
}

52
4
b
i
t
E
.
E
1
0
4
=
b
i
t
E
.
E
9
6
&
&
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
2
)
;

52
5
i
f
(
b
i
t
E
.
E
1
0
4
)
{

52
6
_
_
S
T
A
T
E
_
P
R
O
G
_
A
9
;

52
7
}

52
8
i
f
(
_
f
a
l
s
e
)
{

52
9
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
0
;

53
0
}

53
1
i
f
(
_
f
a
l
s
e
)
{

53
2
_
_
S
T
A
T
E
_
P
R
O
G
_
A
9
;

53
3
}

53
4
b
i
t
E
.
E
3
1
=
b
i
t
E
.
E
3
1
&
&
!
(
(
_
_
S
T
A
T
E
_
P
R
O
G
_
A
1
)
)
;

53
5
b
i
t
E
.
E
3
1
=
b
i
t
E
.
E
3
1
|
|
b
i
t
E
.
E
1
0
4
|
|
b
i
t
E
.
E
1
0
3
;

53
6
b
i
t
E
.
E
1
0
5
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
8
&
&
!
(
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
)
;

53
7
b
i
t
E
.
E
8
6
=
(
(
b
i
t
E
.
E
2
|
|
b
i
t
E
.
E
9
0
|
|
b
i
t
E
.
E
8
9
)
&
&
b
i
t
E
.
E
9
3
&
&
b
i
t
E
.
E
9
1
)
|
|

53
8

(
(
b
i
t
E
.
E
2
8
|
|
b
i
t
E
.
E
8
5
|
|
b
i
t
E
.
E
8
4
)
&
&
b
i
t
E
.
E
8
8
&
&
b
i
t
E
.
E
8
6
)
|
|

53
9

b
i
t
E
.
E
1
0
2
|
|
b
i
t
E
.
E
1
0
5
|
|
b
i
t
E
.
E
1
0
1
|
|
b
i
t
E
.
E
9
7
|
|
b
i
t
E
.
E
9
9
|
|
b
i
t
E
.
E
3
1
;

54
0
b
i
t
E
.
E
6
3
=
(
(
b
i
t
E
.
E
1
1
|
|
b
i
t
E
.
E
5
7
|
|
b
i
t
E
.
E
1
4
)
&
&
b
i
t
E
.
E
1
6
&
&
b
i
t
E
.
E
1
8
)
|
|

54
1

(
(
b
i
t
E
.
E
6
|
|
b
i
t
E
.
E
6
2
|
|
b
i
t
E
.
E
6
1
)
&
&
b
i
t
E
.
E
6
5
&
&
b
i
t
E
.
E
6
3
)
|
|
b
i
t
E
.
E
7
7
|
|

54
2

b
i
t
E
.
E
6
9
|
|
b
i
t
E
.
E
7
0
|
|
(
(
b
i
t
E
.
E
7
5
|
|
b
i
t
E
.
E
6
8
)
&
&
b
i
t
E
.
E
7
5
&
&
b
i
t
E
.
E
6
8
)
;

54
3
b
i
t
E
.
E
9
2
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
|
|
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
8
|
|
b
i
t
E
.
E
8
7
|
|
b
i
t
E
.
E
9
2
;

54
4
b
i
t
E
.
E
1
5
=
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
9
|
|
b
i
t
E
.
E
6
4
|
|
b
i
t
E
.
E
1
5
;

54
5
b
i
t
E
.
E
6
4
=
b
i
t
E
.
E
9
2
|
|
b
i
t
E
.
E
1
5
;

54
6
b
i
t
E
.
E
6
3
=
(
(
b
i
t
E
.
E
6
4
&
&
!
(
b
i
t
E
.
E
9
2
)
)
|
|
b
i
t
E
.
E
8
6
)
&
&
(
(
b
i
t
E
.
E
6
4
&
&
!
(
b
i
t
E
.
E
1
5
)
)
|
|

54
7

b
i
t
E
.
E
6
3
)
&
&
(
b
i
t
E
.
E
8
6
|
|
b
i
t
E
.
E
6
3
)
;

54
8
b
i
t
E
.
E
9
6
=
b
i
t
E
.
E
9
6
;

54
9
b
i
t
E
.
E
8
6
=
b
i
t
E
.
E
9
7
;

55
0
b
i
t
E
.
E
9
5
=
b
i
t
E
.
E
9
5
;

55
1
b
i
t
E
.
E
1
5
=
_
f
a
l
s
e
;

55
2
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
0
=
_
f
a
l
s
e
;

55
3
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
=
b
i
t
E
.
E
1
0
2
|
|
b
i
t
E
.
E
1
0
1
;

55
4
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
2
=
b
i
t
E
.
E
9
9
|
|
(
!
(
b
i
t
E
.
E
3
5
)
&
&
b
i
t
E
.
E
8
9
)
;

55
5
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
3
=
!
(
b
i
t
E
.
E
3
5
)
&
&
b
i
t
E
.
E
9
0
;

55
6
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
4
=
b
i
t
E
.
E
9
9
|
|
(
!
(
b
i
t
E
.
E
3
5
)
&
&
b
i
t
E
.
E
2
)
;

55
7
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
5
=
b
i
t
E
.
E
9
7
|
|
(
!
(
b
i
t
E
.
E
3
0
)
&
&
b
i
t
E
.
E
8
4
)
;

55
8
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
6
=
!
(
b
i
t
E
.
E
3
0
)
&
&
b
i
t
E
.
E
8
5
;

55
9
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
7
=
b
i
t
E
.
E
9
7
|
|
(
!
(
b
i
t
E
.
E
3
0
)
&
&
b
i
t
E
.
E
2
8
)
;

56
0
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
8
=
b
i
t
E
.
E
1
0
5
|
|
b
i
t
E
.
E
3
1
;

56
1
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
9
=
b
i
t
E
.
E
7
7
|
|
b
i
t
E
.
E
6
9
;

56
2
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
0
=
!
(
b
i
t
E
.
E
1
7
)
&
&
b
i
t
E
.
E
5
7
;
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56
3
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
1
=
b
i
t
E
.
E
6
8
|
|
(
!
(
b
i
t
E
.
E
1
7
)
&
&
b
i
t
E
.
E
1
1
)
;

56
4
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
2
=
(
!
(
b
i
t
E
.
E
1
7
)
&
&
b
i
t
E
.
E
1
9
)
|
|
(
!
(
b
i
t
E
.
E
1
7
)
&
&
b
i
t
E
.
E
5
2
)
;

56
5
_
_
S
T
A
T
E
_
P
R
O
G
_
b
i
t
R
.
R
1
3
=
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v
i
d
e
d
t
h
a
t
t
h
e
a
b
o
v
e
c
o
p
y
r
i
g
h
t
n
o
t
i
c
e
,
t
h
e
f
o
l
l
o
w
i
n
g

8
*
t
w
o
p
a
r
a
g
r
a
p
h
s
a
n
d
t
h
e
a
u
t
h
o
r
a
p
p
e
a
r
i
n
a
l
l
c
o
p
i
e
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o
f
t
h
i
s
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o
f
t
w
a
r
e
.
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*
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N
N
O
E
V
E
N
T
S
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A
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L
T
H
E
U
N
I
V
E
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I
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O
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V
I
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N
I
A
B
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B
L
E
T
O
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N
Y
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Y
F
O
R
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I
R
E
C
T
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I
N
D
I
R
E
C
T
,
S
P
E
C
I
A
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,
I
N
C
I
D
E
N
T
A
L
,
O
R
C
O
N
S
E
Q
U
E
N
T
I
A
L
D
A
M
A
G
E
S
A
R
I
S
I
N
G
O
U
T
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*
O
F
T
H
E
U
S
E
O
F
T
H
I
S
S
O
F
T
W
A
R
E
A
N
D
I
T
S
D
O
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U
M
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N
T
A
T
I
O
N
,
E
V
E
N
I
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T
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E
V
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N
D
E
R
B
I
L
T
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*
U
N
I
V
E
R
S
I
T
Y
H
A
S
B
E
E
N
A
D
V
I
S
E
D
O
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T
H
E
P
O
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S
I
B
I
L
I
T
Y
O
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S
U
C
H
D
A
M
A
G
E
.
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*
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*
T
H
E
U
N
I
V
E
R
S
I
T
Y
O
F
V
I
R
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I
N
I
A
S
P
E
C
I
F
I
C
A
L
L
Y
D
I
S
C
L
A
I
M
S
A
N
Y
W
A
R
R
A
N
T
I
E
S
,
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*
I
N
C
L
U
D
I
N
G
,
B
U
T
N
O
T
L
I
M
I
T
E
D
T
O
,
T
H
E
I
M
P
L
I
E
D
W
A
R
R
A
N
T
I
E
S
O
F
M
E
R
C
H
A
N
T
A
B
I
L
I
T
Y
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*
A
N
D
F
I
T
N
E
S
S
F
O
R
A
P
A
R
T
I
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U
L
A
R
P
U
R
P
O
S
E
.
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O
F
T
W
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E
P
R
O
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D
H
E
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U
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D
E
R
I
S
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O
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S
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S
I
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D
T
H
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U
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I
V
E
R
S
I
T
Y
O
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V
I
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I
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I
A
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A
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N
O
O
B
L
I
G
A
T
I
O
N
T
O

19
*
P
R
O
V
I
D
E
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A
I
N
T
E
N
A
N
C
E
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U
P
P
O
R
T
,
U
P
D
A
T
E
S
,
E
N
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N
C
E
M
E
N
T
S
,
O
R
M
O
D
I
F
I
C
A
T
I
O
N
S
.

20
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/

21 22
/
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u
t
h
o
r
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B
r
i
a
n
B
l
u
m
,
T
i
a
n
H
e
,
L
i
q
i
a
n
L
u
o

23 24
/
*
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

25
*
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=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
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=
*
/

27
m
o
d
u
l
e
G
r
o
u
p
M
a
n
a
g
e
m
e
n
t
M
{

28
p
r
o
v
i
d
e
s
{

29
i
n
t
e
r
f
a
c
e
G
r
o
u
p
M
a
n
a
g
e
m
e
n
t
;

30
i
n
t
e
r
f
a
c
e
S
t
d
C
o
n
t
r
o
l
;

31
}

32
u
s
e
s
{

33
i
n
t
e
r
f
a
c
e
R
o
u
t
i
n
g
S
e
n
d
B
y
B
r
o
a
d
c
a
s
t
a
s
S
e
n
d
M
s
g
B
y
B
c
t
;

34
i
n
t
e
r
f
a
c
e
R
o
u
t
i
n
g
R
e
c
e
i
v
e
a
s
R
e
c
e
i
v
e
R
o
u
t
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n
g
M
s
g
;

35 36
i
n
t
e
r
f
a
c
e
T
i
m
e
d
L
e
d
s
;

37
i
n
t
e
r
f
a
c
e
R
a
n
d
o
m
;

38
i
n
t
e
r
f
a
c
e
L
e
d
s
;

39
i
n
t
e
r
f
a
c
e
L
o
c
a
l
i
z
a
t
i
o
n
a
s
L
o
c
a
l
;

40
i
n
t
e
r
f
a
c
e
L
i
n
k
;
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}
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}
/
*
e
n
d
m
o
d
u
l
e
G
r
o
u
p
M
a
n
a
g
e
m
e
n
t
M
*
/

43 44
/
*
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=
=
=
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=
=
=
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=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
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*

46
*
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
*
/

47
i
m
p
l
e
m
e
n
t
a
t
i
o
n
{

48 49
/
*
v
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r
i
a
b
l
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s
*
/

50
G
M
S
t
a
t
u
s
_
G
M
S
t
a
t
u
s
;

51
u
i
n
t
1
6
_
t
_
g
e
n
e
r
a
l
T
i
m
e
r
;

52
/
/
[
.
.
.
]

53 54
/
*
f
u
n
c
t
i
o
n
p
r
o
t
o
t
y
p
e
s
*
/

55
i
n
l
i
n
e
r
e
s
u
l
t
_
t
G
M
S
e
n
d
(
/
*
[
.
.
.
]
*
/
,
G
M
M
s
g
T
y
p
e
t
y
p
e
)
;
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56
i
n
l
i
n
e
v
o
i
d
i
n
i
t
G
M
S
t
a
t
u
s
(
)
;

57 58
/
/
t
h
e
f
o
l
l
o
w
i
n
g
f
u
n
c
t
i
o
n
s
r
e
p
l
a
c
e
l
o
n
g
d
e
f
i
n
e
s
f
r
o
m
t
h
e
o
r
i
g
i
n
a
l
c
o
d
e

59
i
n
l
i
n
e
i
n
t
w
a
i
t
_
r
a
n
d
o
m
(
)
;

60
i
n
l
i
n
e
i
n
t
w
a
i
t
_
r
e
c
e
i
v
e
(
)
;

61
i
n
l
i
n
e
i
n
t
w
a
i
t
_
r
e
c
r
u
i
t
(
)
;

62 63
/
*
t
a
s
k
s
*
/

64
t
a
s
k
v
o
i
d
P
r
o
c
e
s
s
R
e
c
u
r
i
t
M
e
s
s
a
g
e
(
)
;

65 66
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-
-
-
-
-
-
-
-
-
-
-
-
-
-
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-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
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-
-
*
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*
C
o
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n
d
s

68
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-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
*
/

69
c
o
m
m
a
n
d
r
e
s
u
l
t
_
t
S
t
d
C
o
n
t
r
o
l
.
i
n
i
t
(
)
{

70
i
n
i
t
G
M
S
t
a
t
u
s
(
)
;

71
_
g
e
n
e
r
a
l
T
i
m
e
r
=
0
;

72
/
/
[
.
.
.
]

73
r
e
t
u
r
n
S
U
C
C
E
S
S
;

74
}

75 76
c
o
m
m
a
n
d
r
e
s
u
l
t
_
t
S
t
d
C
o
n
t
r
o
l
.
s
t
a
r
t
(
)
{
/
*
[
.
.
.
]
*
/
}

77 78
c
o
m
m
a
n
d
r
e
s
u
l
t
_
t
S
t
d
C
o
n
t
r
o
l
.
s
t
o
p
(
)
{
/
*
[
.
.
.
]
*
/
}

79 80
c
o
m
m
a
n
d
r
e
s
u
l
t
_
t
G
r
o
u
p
M
a
n
a
g
e
m
e
n
t
.
f
i
r
e
H
e
a
r
t
B
e
a
t
(
)
{

81 82
i
f
(
_
G
M
S
t
a
t
u
s
.
s
t
a
t
u
s
=
=
F
R
E
E
)

83
r
e
t
u
r
n
S
U
C
C
E
S
S
;

84 85
i
f
(
_
g
e
n
e
r
a
l
T
i
m
e
r
>
0
)

86
_
g
e
n
e
r
a
l
T
i
m
e
r
-
-
;

87 88
i
f
(
_
g
e
n
e
r
a
l
T
i
m
e
r
<
=
0
)
{

89 90
s
w
i
t
c
h
(
_
G
M
S
t
a
t
u
s
.
s
t
a
t
u
s
)
{

91 92
c
a
s
e
F
O
L
L
O
W
E
R
:
{

93
i
n
i
t
G
M
S
t
a
t
u
s
(
)
;

94
b
r
e
a
k
;

95
}
/
/
e
n
d
c
a
s
e
F
O
L
L
O
W
E
R

96 97
c
a
s
e
M
E
M
B
E
R
:
{

98
o
p
1
(
)
;

99
_
G
M
S
t
a
t
u
s
.
s
t
a
t
u
s
=
L
E
A
D
E
R
C
A
N
D
I
D
A
T
E
;

10
0

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
a
n
d
o
m
(
)
;

10
1

b
r
e
a
k
;

10
2

}
/
/
e
n
d
c
a
s
e
M
E
M
B
E
R

10
3

10
4

c
a
s
e
N
E
W
C
A
N
D
I
D
A
T
E
:
{

10
5

G
M
S
e
n
d
(
/
*
[
.
.
.
]
*
/
,
C
A
N
D
I
D
A
T
E
)
;

10
6

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
e
c
r
u
i
t
(
)
;

10
7

10
8

i
f
(
/
*
[
.
.
.
]
*
/
)
{

10
9

o
p
2
(
)
;

11
0

_
G
M
S
t
a
t
u
s
.
s
t
a
t
u
s
=
L
E
A
D
E
R
C
A
N
D
I
D
A
T
E
;

11
1

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
a
n
d
o
m
(
)
;

11
2

}
11

3
b
r
e
a
k
;

11
4

}
/
/
e
n
d
c
a
s
e
N
E
W
C
A
N
D
I
D
A
T
E

11
5

11
6

c
a
s
e
L
E
A
D
E
R
C
A
N
D
I
D
A
T
E
:
{

11
7

o
p
3
(
)
;

11
8

G
M
S
e
n
d
(
/
*
[
.
.
.
]
*
/
,
C
A
N
D
I
D
A
T
E
)
;

11
9

_
G
M
S
t
a
t
u
s
.
s
t
a
t
u
s
=
L
E
A
D
E
R
;

12
0

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
a
n
d
o
m
(
)
;

12
1

b
r
e
a
k
;

12
2

}
/
/
e
n
d
c
a
s
e
L
E
A
D
E
R
C
A
N
D
I
D
A
T
E

12
3

12
4

c
a
s
e
L
E
A
D
E
R
:
{

12
5

G
M
S
e
n
d
(
/
*
[
.
.
.
]
*
/
,
R
E
C
R
U
I
T
)
;

12
6

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
e
c
r
u
i
t
(
)
;

12
7

o
p
4
(
)
;

12
8

b
r
e
a
k
;

12
9

}
/
/
e
n
d
c
a
s
e
L
E
A
D
E
R

13
0

13
1

c
a
s
e
R
E
S
I
G
N
I
N
G
L
E
A
D
E
R
:
{

13
2

G
M
S
e
n
d
(
/
*
[
.
.
.
]
*
/
,
R
E
S
I
G
N
)
;

13
3

i
f
(
/
*
[
.
.
.
]
*
/
)
{

13
4

o
p
5
(
)
;

13
5

_
g
e
n
e
r
a
l
T
i
m
e
r
=
w
a
i
t
_
r
e
c
r
u
i
t
(
)
;
/
/
s
e
l
f
t
r
a
n
s
i
t
i
o
n

13
6

}
e
l
s
e
{

13
7

o
p
6
(
)
;

13
8

i
n
i
t
G
M
S
t
a
t
u
s
(
)
;
/
/
t
r
a
n
s
i
t
i
o
n
t
o
F
R
E
E

13
9

}
14

0
b
r
e
a
k
;

14
1

}
/
/
e
n
d
c
a
s
e
R
E
S
I
G
N
L
E
A
D
E
R

14
2

14
3

d
e
f
a
u
l
t
:
b
r
e
a
k
;
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14
4

}
/
/
e
n
d
s
w
i
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c
h
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_
G
M
S
t
a
t
u
s
.
s
t
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t
u
s
)

14
5

14
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}
/
/
e
n
d
i
f
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e
n
e
r
a
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T
i
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e
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)

14
7

r
e
t
u
r
n
S
U
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E
S
S
;

14
8

}
/
/
e
n
d
G
r
o
u
p
M
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n
a
g
e
m
e
n
t
.
f
i
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e
H
e
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e
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t
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)

14
9
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1
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o
m
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n
d
r
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s
u
l
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t
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r
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u
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n
t
.
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i
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.
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{
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R
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{
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;
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i
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;
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b
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;
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;
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;
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;
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;
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l
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b
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;
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r
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;
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;
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;
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;
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