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ABSTRACT 
In this paper, we identify security objectives and require-
ments for a class of ubiquitous computing technology, 
namely environmental sensing infrastructure. The method 
used starts with analyzing scenarios to define user-driven 
security objectives for specific applications and identify 
hints to potential misuse in a realistic setting. The described 
applications are examined to understand how they could be 
built using existing sensing technology (TinyOS, InCA and 
the Context Toolkit are considered here). The resulting 
security requirements, related to technical, social and legal 
issues, drive the discussion about the features and short-
comings of the considered sensing technologies and aid in 
proposing suggestions for enhancing their security proper-
ties. 
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INTRODUCTION 
Environmental sensing technology, which supports the 
collection, digitalization, storage and the retrieval of infor-
mation from physical or virtual environments, is an essen-
tial component of many ubicomp systems. Besides re-
cording for future use, applications use environmental in-
formation to support interaction, to build logical models of 
the physical world and for personalization and classifica-
tion purposes. 
The peculiar nature of ubicomp technology, where seam-
less interaction occurs in integrated and invisible systems, 
requires a more comprehensive approach to security than 
what has previously characterized ICT applications. The 
protection of users’ privacy is one obvious concern, but 
inextricable from it is the issue of securing these systems 
against abuse, disruption and exploitation in harmful activi-

ties. This entails concerns about the technology’s useful-
ness and fairness, its consequences on social safety and 
well-being and consideration of its economic aspects. 
Two considerations prompt a comprehensive evaluation of 
security for environmental sensing technology today. First, 
relatively simple and closed ubicomp applications are now 
evolving in structured, interconnected systems, encompass-
ing mobile telecommunication platforms such as cell 
phones and a variety of service providers and brokers. This 
shift stresses the ability of current social safeguards (in-
cluding customs and legislation) to preserve a baseline pro-
tection regime for individuals.  
The second observation recognizes that much of the past 
research has concentrated on body and spatial privacy, es-
pecially in awareness and memory-enhancing systems [ 3, 
 16,  12]. In fact, privacy issues have been present to ubi-
comp researchers from the early beginnings of the field 
[ 24], in connection with location-aware and environmental 
sensing technologies, as these formed the basis of many 
ubiquitous computing applications. As early as 1993, Bel-
lotti introduced a thorough discussion on how the design of 
environmental video capture devices should be directed in 
order to comply with specific spatial privacy requirements 
[ 3]. Given the research-oriented nature of early ubicomp 
applications and their rapid evolution, limiting inquiry to 
privacy was adequate.  
However, a functioning service market for ubicomp appli-
cations also needs efficient and secure mechanisms sup-
porting service delivery, property protection, payments and 
arbitration. Research to date only partially addressed these 
new problems, most notably with work on context-based 
identification and access control [ 4,  20]. Much research has 
gone recently into mobile systems security, and noteworthy 
developments include brokerage and mediation systems for 
mobile telecommunications and commerce [ 17,  18,  19]; 
however, their conclusions, based on assumptions on the 
type of hardware available (more or less advanced personal 
mobile terminal systems) have been difficult to transfer to 
the vast array of technologies used in ubicomp. 
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Besides the general work mentioned above, specific tech-
nologies have been examined, such as radio frequency 
identification (RFID) [ 6] in order to understand how this 



technology can threaten personal privacy, and proposals 
have been made in order to adapt the Fair Information 
Practices (FIPS) guidelines [ 23] to that technology. Other 
authors have taken inspiration from the FIPS and the 
OECD (Organization for Economic Cooperation and De-
velopment) guidelines for the management of personal in-
formation [ 15] to define high-level privacy objectives that 
ubiquitous computing applications should meet [ 12].  

About Environmental Sensing Technology 
Environmental sensing technology comprises all systems 
which collect and store information deriving from a physi-
cal or virtual environment. Although technology as simple 
as video surveillance cameras can be included in this defi-
nition, here we concentrate on digital, interconnected sens-
ing systems able to automatically process and make infor-
mation available for further use. As opposed to integrated 
applications, sensing systems are designed to be independ-
ent from specific applications, and instead provide services 
to any entity interested in particular types of data gathered 
in some environment. 
Information can be sensed either from physical sources, 
such as sensors collecting humidity readings and re-
cordings of conversations in a room, or from computerized 
sources, such as the position of a cell phone within a net-
work or security badge access logs. After capture, which 
includes the quantization of measures and their codification 
in some digital format, sensing systems generally transfer 
the information from its origin to a processing center, 
where it is either stored or delivered to interested applica-
tions.  
Stored information can be subsequently accessed based on 
a variety of mechanisms, which generally include query 
and search systems. In many cases, information is stored 
within the sensing infrastructure, which also provides ac-
cess to it. Storage architectures vary greatly, and range 
from blackboard systems to linear recordings, from rela-
tional databases to data warehouses.  
The sensing infrastructure can also be responsible for coor-
dinating various other activities, among which data aggre-
gation (i.e. the synthesis of higher-level information from 
raw readings, such as the location of an individual in a 
building based on RFID scans on doors). Finally, some 
systems also include subscription mechanisms to automati-
cally notify applications when some environmental condi-
tion is verified or information of interest becomes avail-
able.  

METHOD 
While our work shares with many of the above-cited efforts 
the goal of defining security properties and requirements 
for ubicomp, the method is somewhat different, as we ana-
lyze user experience in an integrated manner together with 
existing software and hardware infrastructures. Our aim is 
to anticipate specific problematic issues before the actual 
deployment of new ubicomp services, and to define tar-
geted requirements and avenues for improving existing 

applications and infrastructures in order to better support 
users’ security goals and concerns.  
Our focus on infrastructure technology is driven by the 
recognition of its crucial role in system security. While 
robust and secure infrastructure can successfully control 
insecure applications, secure applications cannot be build 
upon untrustworthy infrastructure. 
The development of several technologies for advanced en-
vironmental sensing and their deployment in research pro-
jects has provided a wealth of useful experience upon we 
build. Specifically, we have drawn input from the experi-
ence gained from: 
– the development of novel applications and services; 
– their testing in experimental and real-world settings; 
– the engineering solutions to recurrent complex imple-

mentation problems embodied in these systems.  
Security issues are analyzed by writing “use scenarios”, 
which describe the use of specific applications. Application 
requirements which are identified through the scenarios are 
applied to the infrastructure systems, to understand if, and 
how, the infrastructure supports the implementation of such 
requirement. This approach allows us to define significant, 
realistic and clear security objectives directly from real-
world examples of current research or near-to-come appli-
cations. Scenarios provide not only a “story” to recount an 
application to the reader, but include also implicit informa-
tion about the context in which the application is used, in 
order to understand side-conditions needed for a thorough 
discussion of the single case.  
As part of this ongoing research effort, several scenarios 
have been developed and analyzed, yielding a systematic 
set of requirements and guidelines for ubicomp systems not 
limited to sensing technology, which is being synthesized 
in form of a technical report. One of these scenarios is re-
ported below in a reduced form, along with a discussion of 
salient security and privacy requirements and some legal 
implications. In particular, experience with data protection 
legislation has been taken into account to highlight some 
areas where the peculiarities of sensing technology chal-
lenge the regulatory frameworks already in place. 

SENSING TECHNOLOGIES 
Three different infrastructures for building ubiquitous 
computing applications have been taken into consideration 
for the preparation of this paper, in order to provide solid 
and realistic technical roots to the discussion. We are aware 
of the risk of fixing on of a system’s peculiar features; 
therefore, special care was taken to concentrate on general 
design and to avoid discussing aspects which would relate 
to the specific system. 

TinyOS embedded network operating system [ 10] 
TinyOS is an embedded operating system which runs on 8-
bit microcontrollers. It provides a number of services for 
building wireless sensing applications, including radio 



networking, interfaces to ADC ports, power management 
and scheduling. The operating system is designed to work 
on various types of hardware devices commonly referred to 
as “Berkeley motes” which provide sensors for accelera-
tion, magnetic field, luminosity, sound pressure, tempera-
ture and mechanical pressure. Thanks to their small size 
and low cost, these devices are widely used, especially for 
remote measurement and simple on-board aggregation and 
transmission. TinyOS has been developed at UC Berkeley 
and Intel Research. 

Infrastructure for Capture and Access (InCA) 
InCA is an experimental infrastructure which supports the 
capture, storage, delivery and query-based access to stored 
multi-media information, including video, audio, digital ink 
strokes and text. It has been used in several projects includ-
ing classroom capture systems, meeting capture and appli-
cations in the home. The infrastructure is network-based, 
and is composed of Java modules connected by a TCP net-
work. Information can be tagged based on various attrib-
utes, and queried at later time based on these tags. More-
over, permanent queries can be issued (subscriptions), 
which allow applications to be notified when any relevant 
data is generated subsequently. InCA has been developed 
at Georgia Institute of Technology. 

Context Toolkit [ 5]  
The Context Toolkit provides a set of abstractions which 
can be used to sense, store and process environmental data 
of various kinds. The main abstraction in the toolkit is the 
“context widget”, which contains environmental informa-
tion in trees of attribute, value pairs. It is possible to regis-
ter with a widget in order to be notified when a specific 
value changes. Widgets also provide services, which can be 
executed either synchronously or asynchronously. The 
toolkit is written in Java and is network-based. The Context 
Toolkit has been developed at Georgia Institute of Tech-
nology and later at Intel Research and UC Berkeley. 
The three systems mentioned above target different aspects 
of environmental data sensing. As opposed to TinyOS, 
InCA and the Context Toolkit do not address the actual 
sensing and first-degree processing of information. InCA 
mainly provides support for storing streaming information, 
while the Context Toolkit was not designed for high band-
width data, but supports sophisticated aggregation func-
tions. On the other hand, TinyOS covers a wide span of the 
environmental information chain, although data are usually 
transferred to a separate host system for use. Only simple 
applications can be embedded directly on the wireless sen-
sor platform due to low performance and stringent power 
requirements. Complete ubicomp systems could thus be 
built which sport some combination of all three systems: 
wireless sensing, high-bandwidth streaming data collection 
and event-based “contextual” information. 

SCENARIO 
The following scenario helps in framing user expectations 
and system requirements with regard to a specific applica-

tion. The application described in the scenario (the “Digital 
Family Portrait”) is loosely inspired by an ongoing research 
project at Georgia Tech1 [ 14]. It was chosen as a paradig-
matic example of a “peripheral” communication system 
used in a home setting, which nevertheless collects vast 
amounts of environmental data to function. Further, it also 
exposes manifold implications related to the social assump-
tions associated with private dwellings. 

Scenario: The Digital Family Portrait  
A digital picture frame, used to display photographs in a 
home, allows relatives to maintain contact, by projecting 
subliminal cues of a distant person’s life in the domestic 
environment. 
This is done by observing the distant person’s activity 
through non-obtrusive sensors. Environmental information 
is gathered using wireless infrared sensors and video cam-
eras and the application computes synthetic metrics for 
“activity” and “deviation from usual behavior”, relative to 
stored information and pre-defined patterns. These metrics 
are then transmitted to the receiving picture frame which 
translates them into visible cues by employing peripheral 
display techniques. Far-away family members can thus be 
aware of the other’s whereabouts, and notice if something 
unusual happens. 
While the monitored user is usually happy that someone 
else is aware of her well being, one day she decides to 
leave home for some days without informing her relatives, 
and feels limited by the portrait. On the one hand, deacti-
vating the application would represent an extraordinary 
event and would signal that the relatives watchful eye is 
unwelcome. On the other, simply leaving the application on 
would alarm the relative, as no activity at all would be 
reported at the other end. 

DISCUSSION 
The following discussion of requirements is structured 
around the environmental information lifecycle from col-
lection to access. In parallel, the considered technical 
frameworks are assessed in light of these requirements. 

Collection 
Users ought to be able to choose whether personal informa-
tion can be collected and stored by the systems they inter-
act with. Choice not only is required by legislation, but is 
also considered precondition for acceptance. In most cur-
rent applications, users can opt not to use some application 
(e.g. automatic toll payment systems) if they deem the 
benefit-risk tradeoff unacceptable, but not all choices are  
“all-or-nothing”. For example, in the previous scenario the 
user might only want to reduce the spatial and temporal 
reach of the application, e.g. by limiting the sensing func-
tions to a subset of the home environments, or by temporar-
ily deactivating select reporting functions. This should not 
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entail an immediate notification to the other side, to avoid 
signaling that the application has been disabled. 
In general, the choice of stopping the collection of informa-
tion should not carry a disproportionate cost for the user, 
whether direct or indirect (in terms of provided services). 
In this case, where users might feel uncomfortable to ex-
plicitly hide their whereabouts from their relatives, the sys-
tem should continue working, with reduced performance, 
even if the user does not consent to data collection.  
How do these objectives impact the sensing infrastructure? 
A set of high-level requirements can be derived by this 
example, which influence not only the protection of user 
privacy but also application reliability and availability. 
– Systems should provide baseline functionality when 

environment information is not available (e.g. in the 
case of the portrait, the application might allow the 
visualization to slowly decay, so that relatively short 
intermissions in the capture of information are not no-
ticeable from the other side).  

– Disabling capture should be easy or even automatic 
for the user and possible during execution of the appli-
cation.  

– Users should be able to choose among different 
clearly defined capture “intensity levels” (or pro-
files) to find the best compromise between captured in-
formation accuracy and provided services.  

– Enabling and disabling collection of data should be 
verifiable and enforceable, in order to increase user 
trust and control.  

Most of the mentioned requirements impact applications as 
well as sensing systems; for example, the first requirement 
implies that the capture system should be able to inform 
applications that data of interest is not available or is not 
being collected, so that applications can react accordingly. 
The second requirement implies that the infrastructure can 
turn capture on and off without disrupting applications, and 
vice versa. The last two requirements have strong implica-
tions on infrastructure: according to the third requirement, 
capture infrastructure should support modulating the 
amount and quality of captured information on user re-
quest. The fourth requirement suggests the need for imple-
menting choice-enabling mechanisms directly in the cap-
ture framework to ease verification and to centralize en-
forcement of user policies. In fact, centralized enforcement 
is more effective in preventing malicious applications from 
disregarding user preferences and simplifies management – 
it is reasonable to assume that the sensing infrastructure is 
managed under the same authority as the surrounding 
physical environment – thus impacting also the second 
requirement. 
The notification mechanisms built into InCA and the Con-
text Toolkit would well support the first requirement, given 
their ability to register subscriptions to information of in-
terest on behalf of applications and the possibility of issu-

ing asynchronous queries on the data. However, neither 
infrastructure can reliably enforce the definition of capture 
profiles (third requirement), because the infrastructure 
lacks support for varying degrees of information “fidelity” 
or quality and, being open, any application can request the 
infrastructure to record full-blown environmental data. 
The second and fourth requirement are also difficult to im-
plement, because: 
– access to the infrastructure functions is open and al-

lowed to any application; 
– the network traffic is not encrypted; 
– the infrastructure cannot independently activate or 

deactivate capture. 
TinyOS provides a low-level sensing infrastructure. While 
it could be possible to disable networked sensors from col-
lecting data, more complex operating modes would be best 
implemented at a higher architectural level. The small size 
and unobtrusive nature of this hardware platform poses 
however a great challenge for complying with requirement 
4, as the sensors are unable to signal their activation, ex-
cept by lighting the three LEDs mounted on the boards or 
by sounding the buzzer, which is not an option in most 
deployments.  
Incidentally, influential studies on the subject of video sur-
veillance (e.g. [ 1]) have pointed out that in principle all 
data gathering should be commensurate to their purpose 
and the advantages for users and society. This has clearly a 
strong influence on environmental sensing design: does for 
example a remote monitoring application like the one de-
scribed justify continuous observation of people in residen-
tial areas? 

Communication 
The sensing infrastructure which supports the described 
application, if not adequately secured, might provide easy 
leeway for misuse. Eavesdropping is clearly a security con-
cern, as recurrent cases involving 802.11 and X10 net-
works suggest. Setting aside confidentiality issues, there 
are other ways malicious users could exploit wireless do-
mestic networks, which are increasingly popular due to low 
installation costs and setup ease. For example, by hooking 
up unauthorized “sensors” which insert false or misleading 
sensed information into the system.  
Securing such an environment will require not only users to 
authenticate themselves, but also to verify the identity and 
credentials of network components, both fixed and mobile, 
which cannot be guaranteed by securing physical wired 
connections.  
– Sensors should be able to perform authentication 

with each other and with the network, to block un-
authorized sensing devices to be covertly introduced in 
the network. 

None of the analyzed infrastructures provides protection 
against such threats: building jammers or sniffers of envi-



ronmental information within the Context Toolkit or InCA 
is relatively easy, especially if the underlying TCP network 
is not secure (e.g. is on wireless medium). Any component 
can register with both infrastructures and provide fake sen-
sor data to applications and for permanent storage. Neither 
infrastructure provides support for authenticating sensors 
and information providers and consumers.  
TinyOS is currently being enhanced with symmetric en-
cryption modules, although the open nature of the technol-
ogy and the lack of asymmetric encryption required by 
PKI-like systems (due to performance problems) make 
strong authentication and trusted operation complicated.  
The option of using trusted computing architectures for 
environmental sensors has been proposed, but is at the pre-
sent stage difficult to carry out due to its high implementa-
tion costs and other concerns [ 9]. 

Storage 
In order to provide the service described in the scenario, 
the system needs to store (even though temporarily) a cer-
tain amount of sensed environmental information. The type 
of information conveyed by the system through the sub-
liminal communication channel requires to compute and 
compare current activity and movement patterns to previ-
ously captured data, and to keep historical records (due to 
exogenous requirements which we will not cite here). 
Consider information collected using video cameras; any-
body entering the observed dwelling would be subject to 
data collection. Respecting the basic privacy concerns of 
all individuals with relation to their “presence” in captured 
data might prove to be at least impractical. At a very basic 
level, the visitor might request that the information col-
lected during his or her stay in the environment be deleted 
or amended. 
Without considering the technical challenges (manual in-
tervention to remove segments of collected video feeds 
based on temporal and spatial criteria), this requires appli-
cations also to adapt to a rather counter-intuitive “variable” 
recorded “reality”. Information sensed in the environment 
turns from hard fact into a fluctuating construction. A po-
tentially changing dataset requires the infrastructure and 
the applications to implement the following requirements. 
– The sensing framework should provide mechanisms 

to remove environment information from storage, 
to comply with the transparency principles of data pro-
tection regulation. In any case, it should be possible to 
reset the state of the application when stored informa-
tion is removed.  

– This feature, in turn, requires applications to not de-
pend on the invariability of stored information. On 
the contrary, applications should be able to cope with 
changing stored sensor information.  

Both InCA and the Context Toolkit provide very limited 
modification and update functions, where at all. This is 
understandable due to the complexity of database consis-

tency problems coupled with the experimental nature of 
these frameworks.  
InCA stores separate data objects independently from each 
other, being only associated to attributes. This makes it 
relatively easy to edit and replace data objects within the 
store without breaking the coherency of the complete data 
store at the infrastructure level, granted that the specific 
format can be edited. At the application level, it is much 
harder to eliminate all traces from the stores for a specific 
data object, and it is possible to damage the captured data 
through editing (e.g. removing subsets of captured informa-
tion), as the application which removes or edits data needs 
to understand all data formats involved in a specific sens-
ing setup and the relationships between individual data 
objects. 
The Context Toolkit only allows to modify information 
while this is in working memory (i.e. until shortly after 
collection). Once stored, sensed information cannot be al-
tered within the database through the toolkit (although 
separate applications might be able to do this by circum-
venting the infrastructure). Both infrastructures’ notifica-
tion systems could be extended to support alerting applica-
tions that some part of the sensed information has changed. 
TinyOS systems do not store vast amounts of information 
and are generally left unaffected by the issue.  
One of the main issues with storage is that of managing the 
expiration (and disposal) of stored data. The expiration of 
collected environmental information (and thus its removal 
from storage) is a social concern even if specific privacy 
legislation is not in force [ 16]. It should be noted however, 
that even in jurisdictions where data protection legislation 
is in effect, the problems, technical and organizational, 
associated with data expiration have not yet been dealt with 
and researched in depth (notwithstanding promising work, 
e.g. [ 2]) as very few databases have reached their aging or 
contractual time limits. The “deterioration” of information 
[ 11] is an appealing option, but might be very complex to 
apply, and even conflict with existing legislation, which 
requires on the contrary to protect data integrity as long as 
the data exists. 

Access 
How large amounts of sensed information can be exploited 
is strongly dependent on a variety of details, which collec-
tively define the “search properties” of the data, i.e. what 
techniques and what cost is associated to extracting from 
the dataset the answer to a specific query. 
The above scenario exposes the substantial difference be-
tween two kinds of sensed information: high-volume, se-
mantically sparse information such as streaming video and 
audio feeds, and low-volume, but highly synthetic informa-
tion like the “activity metrics” which can be computed 
from the streaming data. The former is harder to search for 
specific occurrences (e.g. an individual entering a room). 
The latter is on the contrary a rich, compact representation 



of the user activity and life, and lends itself to extensive 
search functions and complex queries (e.g. it would pro-
vide good information about the user’s living patterns). 
One might object that evolving technology will make 
searching vast A/V datasets increasingly easy, but, after all, 
the protection of privacy has always been a balancing act 
of the plausible with the desirable. While compact, easily 
searchable representations can be computed from high-
volume data, the associated cost (not only in terms of com-
puting power required, but also of time) represents an ef-
fective barrier against misuse. Based on the encoding, que-
ries can simply be too expensive, or the response delay to 
long, to be useful. Infrastructure systems provide environ-
mental information to a host of different applications, and 
are in a good position to enforce constraints on what data, 
and in what format, may be accessed.  
Moreover, search properties on data also influence how 
data protection regulation can be complied with. In case a 
user legitimately requests that all data relating to her be 
deleted from a system, the degree to which it is possible to 
comply with the request depends on how expensive search-
ing for that specific data is.  
Designers should take into account these variables during 
development, by considering among others, the following 
design choices.  
– Define how datasets are to be accessed (accessibility 

analysis) (e.g. time-based access vs. query-based 
search). This includes enforcing access control when 
applications try to circumvent the safeguards set by ac-
cessibility analysis. 

– Define what information is to be stored perma-
nently and what should be discarded. 

In InCA, specific A/V media objects are accessed by evalu-
ating related attributes. Since media objects cover an intrin-
sic time span, the attributes, implicitly, relate to the entire 
time span of the object.2 Such time span is determined by 
the application and not by the infrastructure itself. Once a 
media object has been identified, it can be extracted from 
the system and searched in its content.  
The Context Toolkit focuses on event-based information, 
and any item in the database can be used to perform search 
queries. Thus, all information stored in the database is po-
tentially reachable by external applications. The infrastruc-
ture does not provide, on the other hand, methods to limit 
the kind of queries applications can perform on the data 
once it is stored. 
TinyOS-based systems allow to store relatively small 
amounts of sensed data on the single sensor and data must 
be transmitted off the device by specific applications to be 

                                                           
2 “Timed attributes” which contain temporal span information 

have been added to InCA to address this problem but are not 
fully implemented. 

available to external uses. However, recent work [ 13] has 
proposed network query systems which allow to efficiently 
extract semantically rich data from a collection of devices 
using a powerful query language. This will require design-
ers to analyze, similarly to the other infrastructures above, 
the accessibility to information in the network. 
The scenario also hints at the need for user authentication. 
For example, many individuals living in the same environ-
ment (e.g. an assisted living facility) would require access 
control on a per user-basis to the stored data. Recognizing 
that explicit authentication mechanisms impact the seam-
less use of ubicomp applications, researchers have tried to 
build automatic authentication systems often based on 
sensing technology itself (e.g. through user identification 
based on a video recording).  
– Authentication functions be provided and enforced 

at the infrastructure level. This is required to provide 
strong guarantees against uncontrolled access. 

Authentication is only one precondition for secure opera-
tion; the home infrastructure of the scenario would also 
have to enforce much more complex policies (e.g. prevent-
ing users from using the collected video feeds to spy on 
each other). Again, none of the infrastructure systems ana-
lyzed provides user-level access control.  
Finally, underlying the previous discussion about access 
control is a more substantial point. The described sensing 
system subverts our assumptions about space developed 
and codified over the centuries in the architecture of 
homes, public spaces, and working environments. The 
problem lies partially in the fracture between our daily ex-
perience and expectations and the capabilities of the tech-
nology. Users should be able to judge the risks and merits 
of specific applications intuitively; one method of achiev-
ing this would be to leverage our common understanding of 
the physical properties of space and architecture. This leads 
to the following, far-reaching requirement. 
– Sensing systems should enforce access rights based 

on physical attributes, such as collection location and 
user presence.  

As bathroom walls serve the purpose of avoiding others to 
look inside while the bathroom is in use, similar assump-
tions should be incorporated in technology. None of the 
sensing systems considered supports security policies of 
this kind at the infrastructure level. 

CONCLUSIONS 
The result of this work is twofold. A method for deriving 
security requirements has been proposed and tested; and a 
collection of security requirements has been derived for 
environmental sensing technology. 
The method utilizes usage scenarios to identify security 
objectives for specific applications and compares the re-
sulting requirements with existing technology, to under-
stand how these systems could be enhanced to address 
them. The discussion of one such scenario has exposed a 



number of open issues with three sensing technologies and 
the relationship between user experience and the technical 
aspects of information security. The identified require-
ments, divided by information lifecycle stage are synthe-
sized below.  

Collection 
– Applications should provide baseline functionality 

when environment information is not available. 
– Disabling capture should be easy or even automatic. 
– Systems should allow choice among different clearly 

defined capture “intensity levels”. 
– Enabling and disabling collection of data should be 

verifiable and enforceable. 

Communication 
– Sensors should perform authentication. 

Storage  
– Infrastructure should support removal of information 

from storage. 
– Infrastructure support changes to stored information. 

Access 
– Designers should perform analysis of access to infor-

mation based on the “search properties” of informa-
tion. 

– Designers should identify whether information is to be 
stored or discarded. 

– Infrastructure should provide user authentication func-
tions. 

– Access policies based on physical attributes. 
These security requirements are not exhaustive, and thus 
are intended to be used along with requirements derived by 
other means (iterating the same method over other scenar-
ios or through other forms of requirements analysis). How-
ever, they provide information and insight which could be 
difficult to obtain through other means, and thus suggest 
that the method used can provide good results for rapidly 
assessing experimental infrastructure deficiencies and paths 
for enhancement, without the cost and delay of actual 
deployment. 
Ongoing and future work will expand this avenue of re-
search both by examining more scenarios and different 
infrastructures and by feeding the results back to the exam-
ined technologies in the form of enhancements to their de-
sign. 
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